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Abstract

This paper addresses the protection of images. We address the problem of simultaneous selective encryption (SE) and image compression. The SE is done by using the Advanced Encryption Standard (AES) algorithm with the Cipher Feedback (CFB) mode on a part of the Huffman coefficients corresponding to the AC frequencies. For the compression we consider the JPEG algorithm. Our approach is done without affecting the compression rate and by keeping the JPEG bitstream compliance. In the proposed method, the SE is performed in the Huffman coding stage of the JPEG algorithm without affecting the size of the compressed image. We provide an experimental analysis of the proposed method when applied on still images as well as the results when applying SE in JPEG compressed images.

1. Introduction

Digital rights management (DRM) systems enforce the rights of the multimedia property owners while ensuring the efficient rightful usage of such property. The technical challenges posed by such systems are formidable and previous approaches have not entirely succeeded in tackling them [4]. The variety of applications for secure multimedia requires either full encryption or selective encryption. However, there is a huge spectrum of applications that demands security on a lower level, as for example that ensured by selective encryption (SE). Such approaches reduce the computational requirements in networks with diverse client device capabilities [1]. The goal of SE is to encrypt a well defined range of parameters or coefficients. The security level of SE is always lower when compared with the full encryption. However, SE decreases the data size to be encrypted and consequently requires lower computational time. In this case we have a trade-off between the amount of encrypted data and the necessary computational resources. JPEG is a commonly used standard algorithm for image compression which is still largely employed in image processing for security communication and in industrial applications [6]. SE can be included inside a standard coding algorithm such as JPEG, JPEG 2000, MJPEG or MPEG, while maintaining the bitstream compliance. In fact, using a standard decoder it should be possible to visualize the SE data in low resolution. On the other hand, with a specific decoding algorithm and a secret key it should be possible to correctly decrypt the SE data and get the high resolution whenever it is desired. In this paper we present a new approach SE for JPEG compressed image sequences by using variable length coding (VLC). We propose to encrypt selected bits in the Huffman coding stage of the JPEG. In our approach we use the Advanced Encryption Standard (AES) [2] in the Cipher Feedback (CFB) mode which is a stream cipher algorithm.

2. Previous work

Confidentiality is very important for lower powered systems such as for example wireless devices. Always, when considering image processing applications on such devices we should use minimal resources. However, the classical ciphers are usually too slow to be used for image and video processing in commercial low powered systems. The selective encryption (SE) can fulfill the application requirements without the overhead of the full encryption. In the case of SE, only the minimum necessary data are ciphered. In [8] was proposed a technique called zigzag permutation applicable to DCT-based videos and images. On one hand this method provides a certain level of confidentiality, while on the other hand it increases the overall bit rate. Combining SE and image/video compression using the set partitioning in hierarchical trees was used in [1]. However, this approach requires a significant computational complexity. A method that does not require significant processing time and which operates directly on the bit planes of the image was proposed in [5]. An approach that turns entropy coders into encryption ciphers using statistical models was proposed.
in [9]. In [3] it was suggested a technique that encrypts a selected number of AC coefficients. The DC coefficients are not ciphered since they carry important visual information and they are highly predictable. In spite of the constancy in the bit rate while preserving the bitstream compliance, this method is not scalable. Moreover, the compression and the encryption process are separated and consequently the computational complexity is increased. The robustness of partially encrypted images to attacks which exploit the information from non-encrypted bits together with the availability of side information, was studied in [7].

3. The proposed selective encryption method

Our approach combines JPEG compression and the selective encryption during the Huffman coding stage of JPEG. Let $Y_i = X_i \oplus E_k(Y_{i-1})$ be the notation of the encryption of a $n$ bit block $X_i$ using the secret key $k$ with the AES cipher in CFB mode. Let $D_k(Y_i)$ be the decryption of a ciphered text $Y_i$ using the secret key $k$. In the CFB mode, the previously encrypted block is used to encrypt and to decrypt the current one. The proposed SE is applied in the entropy encoding stage during the creation of the Huffman vector. The three stages of the proposed algorithm are: the construction of the plaintext $X_i$, described in Section 3.1, the encryption of $X_i$ to create $Y_i$ which is provided in Section 3.2 and the substitution of the original Huffman vector with the encrypted information.

3.1. The construction of plaintext

For constructing the plaintext $X_i$, we take the non-zero AC coefficients of the current block $i$ by accessing the Huffman vector from the end to the beginning in order to create $\{H, A\}$ pairs. Indeed, the human visual system is more sensitive to the lower frequencies when compared to the higher range of frequencies. Therefore, by using the Huffman bits in their corresponding decreasing frequency ordering we can calibrate the visual appearance of the resulting image. This means that we can achieve a progressive or scalable encryption with respect to the visual effect. The resulting image will have a higher level of encryption as we increasingly use the lower range of frequencies. A constraint $C$ is used in order to select the quantity of bits to encrypt from the plaintext $X_i$. The constraint $C$ graduates the level of ciphering and the visual quality of the resulting image. For each block, the plaintext length $L(X_i)$ to be encrypted depends on both the homogeneity of the block and the given constraint $C$:

$$0 \leq L(X_i) \leq C, \quad (1)$$

where $C \in \{4, 8, 16, 32, 64, 128\}$ bits. When $C = 128$ the AES will fully use the available block of Huffman bits while for the other values several blocks are grouped in order to sum up to 128 bits which is the standard size of AES.

The constraint $C$ specifies the maximum quantity of bits that must be considered for encryption in each block as in VLC. The Huffman vector is encrypted while $L(X_i) \leq C$ and the bits corresponding to the DC coefficient are not reached. Then, we apply a padding function $p(j) = 0$, where $j \in \{L(X_i) + 1, \ldots, C\}$, to fill out with zeros the vector $X_i$ up to $C$ bits.

The length of amplitude A in bits is extracted using $H$. These values are computed and tested according to equation (1). In the proposed method, only the values of the amplitudes $(A_n, A_{n-1}, \ldots, A_1)$ are considered to build the vector $X_i$. The Huffman vector is composed of a set of pairs $\{H, A\}$ and of marker codes such as ZRL and EOB. If the smallest AC coefficients are zero, the Huffman bitstream for this block must contain the mark EOB. In turn, the ZRL control mark is found every time that sixteen successive AC coefficients are zero and they are followed by at least one non-zero AC coefficient. In our method, we do not make any change in the head $H$ or in the mentioned control marks. To guarantee a full compatibility with any JPEG decoder, the bitstream should only be altered at places where it does not compromise the compliance with the original format.

3.2. Encryption of the plaintext with AES in the CFB mode

In the encryption step with AES in the CFB mode, the previous encrypted block $Y_{i-1}$ is used as the input of the AES algorithm in order to create $Z_i$. Then, the current plaintext $X_i$ is XORed with $Z_i$ in order to generate the encrypted text $Y_i$. For the initialization, the IV is created from the secret key $k$ according to the following strategy. The secret key $k$ is used as the seed of PRNG (Pseudo-Random Number Generator). Firstly, the secret key $k$ is divided in bytes. The PRNG produces a random number for each byte component of the key, that define the order of IV formation. We substitute then $Y_0$ by the IV, and $Y_0$ is used in AES to produce $Z_1$. With the CFB mode of the AES algorithm, the generation of the keystream $Z_i$ depends of the previous encrypted block $Y_{i-1}$. Consequently, if two plaintexts are identical $X_i = X_j$ in the CFB mode, then always the two corresponding encrypted blocks are different, $Y_i \neq Y_j$.

3.3. Substitution of the original Huffman bitstream

The third step is the substitution of the original information in the Huffman vector by the encrypted text $Y_i$. As in the first step (construction of the plaintext $X_i$), the Huffman vector is accessed in the sequential order, while the encrypted vector $Y_i$ is accessed in the inverse order. Given the length in bits of each amplitude $(A_n, A_{n-1}, \ldots, A_1)$, we start substituting the original amplitude in the Huffman vector by the corresponding parts of $Y_i$. The total quantity
of replaced bits is $L(X_i)$ and consequently we do not necessarily use all the bits of $Y_i$.

4. Experimental results

4.1. Analysis of joint selective encryption and JPEG compression

We have applied simultaneously our selective encryption and JPEG compression as described in Section 3, on several images. In this section, we show the results of SE in the whole JPEG compressed image. The compressed JPEG Lena image $512 \times 512$ pixels with a quality factor (QF) of 100% is shown in Fig. 1.a and the compressed JPEG with a QF of 10% is shown in Fig. 1.d.
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Figure 1. a) JPEG compressed image with QF=100%, b) Image (a) with $C=128$ bits/block, c) Image (a) with $C=8$ bits/block, d) JPEG compressed image with QF=10%, e) Image (d) with $C=128$ bits/block, f) Image (d) with $C=8$ bits/block.

In a first set of experiments, we have analyzed the available space for encryption in JPEG compressed images. For each QF we provide the distortion calculated as the PSNR (Peak to Signal Noise Ratio) as well as the average number of available bits for SE per block of quantized DCT coefficients. We can observe that when QF is lower and implicitly the image compression is higher, we are able to embed fewer bits in the compressed image. This is due to the fact that JPEG compression creates flat regions in the image blocks increasing the number of AC coefficients equal to zero. Consequently, the Huffman coding creates special blocks for such regions which our method does not encrypt. Not all the available bits are actually used for SE because of the limit imposed by the constraint $C$. For optimizing the time complexity, $C$ should be smaller than the average bits/block available. In Fig. 2 we provide the graphical representation displaying the variance in the number of available bits for SE per block. We can observe that the variance decreases together with the QF as the number of flat regions in the compressed image increases. For optimal time requirements we can observe that for a compressed JPEG image we should use a smaller constraint $C$.

In Fig. 3 we show the evaluation of the PSNR between the crypto-compressed Lena image and the original, for several QF and for various constraints $C$. In the same figure, for comparison purposes we provide the PSNR between the compressed image with different QF and the original image. From this figure we can observe that for a higher $C$ we encrypt a larger number of bits and consequently the image is more distorted with respect to the original. However, when $C \in \{32, 64, 128\}$, the difference in the PSNR distortion is similar and varies slowly when decreasing the QF. In Fig. 1.b we show the original Lena image encrypted using a constraint $C = 128$ bits per block of quantized DCT coefficients, while in Fig. 1.c is the same image encrypted using a constraint $C = 8$ bits/block.

In Fig. 1.e we show Lena image with QF of 10%, encrypted using a constraint $C = 128$ bits/block, while in Fig. 1.f the same image is encrypted using a constraint $C = 8$ bits/block. We can see that the degradation introduced by the encryption in the image with QF=100%, from Fig. 1.b, is higher than the degradation in the image from Fig. 1.e because in the latter image we encrypt more bits per block. When combining a high JPEG compression level (QF=10%) with selective encryption, as shown in the images from Figs. 1.e and 1.f, we can observe a high visual degradation with respect to the images from Figs. 1.b and 1.c, respectively. The higher distortion is caused by the increase in the number of block artifacts. The distortion is more evident when observing some image features as for example the eyes.

4.2. Cryptanalysis of the SE method

It should be noted that security is linked to the ability to guess the values of the encrypted data. For example, from a security point of view, it is preferable to encrypt the bits that look the most random. However, in practice this trade-off is challenging because the most relevant information, such as the DC coefficients in a JPEG encoded image are usually highly predictable [3]. In another experiment we have
replaced the encrypted AC coefficients with constant values. For example, if we set the encrypted AC coefficients of all blocks from Fig. 1.b which shows Lena with QF = 100 %, $C = 128$ having $PSNR = 20.46\ dB$ to zero, we get the image illustrated in Fig. 4. Its PSNR with respect to the original image is $23.66\ dB$. We can observe that in SE, since we do not encode the Huffman coefficients corresponding to the DC component, the rough visual information can be simply recovered by replacing the ciphered AC coefficients with constant values.

5. Conclusion

In this paper, a selective encryption system for JPEG compressed images has been analyzed. The encryption is performed in the Huffman coding stage of the JPEG algorithm using the AES encryption algorithm in the CFB mode. In this way the proposed encryption method does not affect the compression rate and the JPEG bitstream compliance. The selective encryption (SE) is performed only on the Huffman vector bits that correspond to the AC coefficients as provided by the DCT block of JPEG. The proposed methodology is applied for ensuring the protection of images. Only authorized users that possess the key can decrypt the entire encrypted image sequences. The proposed method has the advantage of portability on mobile devices, which currently embed the JPEG image compression algorithm, which corresponds to their low computational requirements.

References