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Abstract

In this paper we propose an efficient hardware implementation of RSA based on the Residue Number System (RNS) which allows for fast parallel arithmetic. We propose RNS versions of Montgomery multiplication and exponentiation algorithms and illustrate the efficiency of our approach with two implementations of RSA. For the very first time a very attractive conversion-free RSA encryption/decryption scheme is proposed. Compared to previously proposed methods our solution requires less elementary operations and is very promising.
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1 Introduction

During the last decade fast hardware implementations of public-key cryptosystems have been widely studied [2, 3, 12] while confidentiality and security requirements were becoming more and more important. From this time, key-length has kept growing. Nowadays it is assumed that a 1024-bit key-length makes a reasonable choice for RSA [11] and current analysis predict that 2048-bit or 4096-bit key will become the standard in a near future. The ability to perform fast arithmetic on large integers is then still a major issue for the implementation of public key cryptography and digital signature, particularly from an hardware design viewpoint.

Different approaches have been proposed to accelerate the implementation of RSA. For the decipherment a well known solution performs the computations over \( \mathbb{Z}/p\mathbb{Z} \) and \( \mathbb{Z}/q\mathbb{Z} \) independently and reconstructs the final result via the Chinese Remainder Theorem (CRT) [10]. This first application of the CRT to RSA was restricted to this special case (the isomorphism \( \mathbb{Z}/n\mathbb{Z} \simeq \mathbb{Z}/p\mathbb{Z} \times \mathbb{Z}/q\mathbb{Z} \), with \( n = pq \)) but it can also be useful in other situations and is not restricted to the decipherment step. More recently, other CRT based solutions have been proposed [9, 4, 8, 1]. They all use a quite similar version of Montgomery multiplication based on the Residue Number System (RNS) [15] which is well adapted to fast parallel arithmetic. The complexity of all those algorithms mainly depends on two RNS base extensions that are required for each modular multiplication.

In this paper we detail the implementation and complexity of an efficient Montgomery multiplication algorithm based on the Residue Number System (RNS) previously proposed by the authors in [1]. This algorithm uses two different techniques for the first and second base extensions and requires less elementary operations than other previous methods. We illustrate the
efficiency of our approach with two full textbook implementations of RSA in RNS. In the first implementation (RSA with conversions) we consider the message we want to encrypt as a number, convert it in RNS, perform the exponentiation and convert the result back to a classical binary notation.

The second solution we propose is a lot more attractive since it does not require any conversion to and from the residue number system. We directly consider the message as a value represented in RNS. For this technique to work, both parties must have agreed beforehand on the RNS bases since the message will transit between them in its RNS form.

2 The Residue Number System

In a residue number system (RNS) [14, 15, 5] numbers are represented according to a base $\mathcal{B} = (m_1, m_2, \ldots, m_k)$ of relatively prime moduli which size $k$ is its number of elements. An integer $x$ is represented by the sequence $(x_1, x_2, \ldots, x_k)$ of positive integers, where $x_i = x \mod m_i$, $i = 1\ldots k$. The Chinese Remainder Theorem (CRT) ensures the uniqueness of this representation within the range $0 \leq x < M$, where $M = \prod_{i=1}^{k} m_i$. The constructive proof of this theorem can be used to convert $x$ back from its residue representation:

$$x = \sum_{i=1}^{k} x_i M_i M_i^{-1} \mod M, \quad (1)$$

where $M_i = \frac{M}{m_i}$ and $M_i^{-1} \mod m_i$ is the inverse of $M_i$ modulo $m_i$. In the following of the paper we shall use $|x|_m$ to denote the value $(x \mod m)$.

The advantages of RNS is that addition, subtraction and multiplication are very simple and can be implemented in constant time on a parallel architecture. If $x$ and $y$ are given in their RNS form $(x_1, \ldots, x_k)$ and $(y_1, \ldots, y_k)$
one have
\[ x \pm y = (|x_1 \pm y_1|_{m_1}, \ldots, |x_k \pm y_k|_{m_k}), \]
\[ x \times y = (|x_1 \times y_1|_{m_1}, \ldots, |x_k \times y_k|_{m_k}). \]

On the other hand, one of the disadvantages of this representation is that we cannot easily decide whether \((x_1, \ldots, x_k)\) is greater\(^1\) than \((y_1, \ldots, y_k)\). Consequently divisions are very difficult to perform\(^2\) and overflows that can occurred during computations are not easily detected.

From a cryptographic viewpoint, these difficulties are not to be considered as real drawbacks. In public key cryptography most of the algorithms perform the computations in a finite field or ring which eliminates the overflow problem. Moreover, they do not require comparisons and divisions. Modular reduction (the computation of \(x \mod m\)), multiplication (\(xy \mod m\)) and exponentiation (\(x^y \mod m\)) are the most important operations. They can be efficiently computed without division using Montgomery’s algorithms [7].

### 3 Modular exponentiation

Let us briefly recall the principles of Montgomery’s techniques. Given \(R > N\), \(\gcd(R, N) = 1\) and \(0 \leq x < RN\), Montgomery reduction technique evaluates \(xR^{-1} \mod N\) by computing the value \(q < R\) such that \(x + qN\) is a multiple of \(R\). Hence \(y = (x + qN)R^{-1}\) is performed without division and verifies \(y < 2N\) and \(y \equiv xR^{-1} \pmod{N}\). The final result \(x \mod N\) can be computed using the same algorithm with inputs \(y\) and \((R^2 \mod N)\).

In the same way Montgomery modular multiplication algorithm computes \(xyR^{-1} \mod N\). For practical implementations the Montgomery constant \(R\)

---

\(^1\) According to the CRT, testing the equality of two RNS numbers is trivial.

\(^2\) Exact division is easy since it simply consists of a multiplication by the inverse.
is chosen as a power of 2 to reduce the multiplication by $R^{-1}$ to simple shifts. A more detailed discussion on Montgomery reduction and multiplication algorithms can be found in [6].

In the next sections we present a RNS version of Montgomery multiplication and the conditions for its use within a modular exponentiation algorithm based on the classical technique which combines Montgomery reduction and a binary or $k$-ary method, also known as the square-and-multiply algorithm. Assuming we aim at computing $x^a \mod n$, the input $x$ is first transformed into $x' = xR \mod n$, often called the Montgomery representation. This is done using a first Montgomery multiplication with $x$ and $(R^2 \mod n)$ as inputs. This representation has the advantage of being stable over Montgomery multiplication:

$$x' \times y' \mod N = xR \times yR \times R^{-1} \mod n = xyR \mod n.$$

The output of the exponentiation, $z' = x^a R \mod n$, is converted back into the expected value $z = x^a \mod n$ using a last call to Montgomery multiplication with $z'$ and 1 as inputs. The efficiency of this exponentiation then clearly relies on the ability to perform the Montgomery modular multiplication.

4 RNS Montgomery multiplication

In the RNS version of Montgomery multiplication algorithm we use

$$M = \prod_{i=1}^{k} m_i$$

as the Montgomery constant ($R$) and we compute

$$r = abM^{-1} \mod N,$$
where \( r, a, b \) and \( N \) are represented in RNS according to a predefined base \( \mathcal{B} \). As in the classical Montgomery algorithm we are looking for a number \( q \) such that \((ab + qN)\) is a multiple of \( M \), which will allow us to perform the division \((ab + qN)/M\). Since this division is exact it reduces to the product of \((ab + qN)\) with the inverse of \( M \). Unfortunately the inverse of \( M \) does not exist modulo \( M \), which force us to use an extended base \( \mathcal{B}' = (m'_1, \ldots, m'_l) \) with \( \gcd(m'_i, M) = 1 \) for \( i = 1 \ldots l \), \( M' = \prod_i m'_i \) and \( M' \geq M \). Another reason for which we need this second base comes form the fact that the dynamic range provided by the base \( \mathcal{B} \) is not large enough to represent \((ab + qN) \geq M \). For simplicity we will consider in the rest of the paper that both \( \mathcal{B} \) and \( \mathcal{B}' \) are of the same size \( k \) and we shall denote them

\[
\mathcal{B} = (m_1, \ldots, m_k) \quad \text{and} \quad \mathcal{B}' = (m_{k+1}, \ldots, m_{2k}).
\]

Now, in order to determine \( q \), we use the fact that \( r = (ab + qN) \) is a multiple of \( M \), which implies that its representation in the base \( \mathcal{B} \) is merely composed of 0:

\[
r \equiv 0 \pmod{m_i}, \quad \text{for } i = 1 \ldots k.
\]

The RNS representation of \( q \) is then given by the solutions of the equations

\[
(a_i b_i + q_i n_i) \equiv 0 \pmod{m_i} \quad \forall i = 1 \ldots k,
\]

which gives

\[
q_i = a_i b_i \left[ -n_i^{-1} \right]_{m_i} \quad \forall i = 1 \ldots k.
\]

As pointed out previously we can not compute \( r \) in base \( \mathcal{B} \) but only in base \( \mathcal{B}' \). Moreover, one can remark that since \( r \) is solely composed of 0, multiplication by \( M^{-1} \) would have no effect. Before we evaluate \( r = (ab + qN) \) we must extend \( q \) in base \( \mathcal{B}' \). We shall discuss this first base extension in detail in the section 4.1. We then compute \( r = (ab + qN) \) in base \( \mathcal{B}' \).
and extend the result back to the base $\mathcal{B}$ for future use. The second base extension is discussed in section 4.2. Algorithm 1 clarifies the situation. It computes the product $abM^{-1} \mod N$, with $a, b, N$ represented in RNS in both bases $\mathcal{B}$ and $\mathcal{B}'$.

**Algorithm 1 - MM(a,b,N) : RNS Montgomery Multiplication**

**Input:** Two RNS bases $\mathcal{B} = (m_1, \ldots, m_k)$, and $\mathcal{B}' = (m_{k+1}, \ldots, m_{2k})$, such that $M = \prod_{i=1}^{k} m_i < M' = \prod_{i=1}^{k} m_{k+i}$ and $\gcd(M, M') = 1$ ; a redundant modulus $m_r$, $\gcd(m_r, m_i) = 1 \forall i = 1 \ldots 2k$ ; a positive integer $N$ represented in RNS in both bases such that $0 < (k + 2)^2N < M$ and $\gcd(N, M) = 1$ ; two positive integers $a, b$ represented in RNS in both bases, with $ab < MN$.

**Output:** A positive integer $\hat{r} \equiv abM^{-1} \mod N$ represented in RNS in both bases, with $\hat{r} < (k + 2)N$.

1: $q \leftarrow (a \times b) \times (-N^{-1})$ in $\mathcal{B}$
2: $[q \text{ in } \mathcal{B}] \rightarrow [\hat{q} \text{ in } \mathcal{B}']$ \hspace{1cm} *First base extension*
3: $\hat{r} \leftarrow (a \times b + \hat{q} \times N) \times M^{-1}$ in $\mathcal{B}'$
4: $[\hat{r} \text{ in } \mathcal{B}] \leftarrow [\hat{r} \text{ in } \mathcal{B}']$ \hspace{1cm} *Second base extension*

Instructions 1 and 3 consist in full RNS operations and can be performed in parallel. As a consequence the complexity of the algorithm clearly relies on the two base extensions on lines 2 and 4. This algorithm is very similar to those of Posch and Posch [9] and Kawamura and al. [4] which also require two base extensions. In their approaches, the same technique is applied for both the first and second base extensions.

We propose a different solution which do not use the same algorithm for the two extensions on lines 2 and 4. We show in section 6 that our choice requires less elementary operations than those previously proposed methods.
4.1 First base extension

The instruction in line 2 consists of converting $q$ obtained in its RNS form $(q_1, \ldots, q_k)$ in the base $B$ to its RNS representation in base $B'$. If we evaluate the sum in (1) by first computing the values

$$\sigma_i = q_i \frac{M - 1}{m_i} \mod m_i,$$

we have

$$q = \sum_{i=1}^{k} M_i \sigma_i - \alpha M.$$  \hfill (4)

where $\alpha$ is an integer less than $k$. But instead of extending the exact value of $q$ in base $B'$, we only extend

$$\hat{q} = q + \alpha M$$

by only computing the residues

$$\hat{q}_j = \left\lfloor \sum_{i=1}^{k} \left\lfloor M_i \sigma_i \frac{1}{m_j} \right\rfloor \right\rfloor, \quad \forall j = k + 1 \ldots 2k.$$  \hfill (5)

Compared to previous methods the advantage comes from the fact that we do not need to compute the value of $\alpha$ in (4). This is the first difference with [9] and [4] where a rational approximation of $\alpha$ is evaluated.

In instruction 3 we compute in the base $B'$ the value

$$\hat{r} = (ab + \hat{q}N)M^{-1} = (ab + qN)M^{-1} + \alpha N < M'.$$  \hfill (6)

After instruction 3 we are then provided with a value $\hat{r}$ such that

$$\hat{r} \equiv r \equiv abM^{-1} \pmod{N}$$

which is sufficient for our purpose. The conditions $\alpha < k$, $q < M$ and $ab < MN$ gives $\hat{q} < (k+1)M$ and thus $\hat{r} < (k+2)N < M'$.  

In order to use algorithm MM within the exponentiation algorithm (see section 3), we must be able to compute $x^2 \mod N$, where $x$ is the output
of algorithm MM verifying \( x < (k + 2)N \). The condition \( ab < MN \) then implies \((k + 2)^2N^2 < MN\) which rewrites:

\[
(k + 2)^2N < M. \tag{7}
\]

If \( N \) is a 1024-bit number and if we use 32-bit modulus, we need base \( B \) to be of size \( k \geq 33 \). In fact condition (7) is verified as soon as \( k \geq 34 \).

As we shall see further for the second base extension, we need to know the value of \( \hat{q} \) for an additional modulus. This is done by extending \( \hat{q} \) using (5) for a redundant modulus \( m_r \), which gives \( \hat{q}_r = \hat{q} \mod m_r \).

As in [4] we evaluate the cost of our algorithms in terms of elementary operations which, in this case, is a modular multiplication of size the size of the modulus \( m_i \) and operands \((q_i, |M_i^{-1}|_{m_i} \text{ and } |M_i|_{m_i})\); for instance 32-bit numbers. This easily generalizes to other choices for the bases; for example smaller bases with larger modulus, say 64-bit numbers. The first base extension then requires \( k^2 + 2k \) elementary operations.

An interesting implementation option is to choose a power of 2 for the redundant modulus \( m_r \). Since the reduction modulo a power of 2 is a lot easier than for any modulus, we can omit them when counting the elementary operations. This reduces the cost of the first base extension to \( k^2 + k \).

### 4.2 Second base extension

For the second base extension we use a different algorithm due to Shenoy and Kumaresan [13]. As previously, we first evaluate

\[
\xi_j = \hat{r}_j |M_j^{-1}|_{m_j} \mod m_j, \quad \forall j = k + 1 \ldots 2k;
\]

\footnote{Of course, since all the moduli have to be relatively prime, we can only choose one even modulus.}
and we consider the sum given by the CRT reconstruction algorithm in equation (1)

\[ \hat{r} = \sum_{j=1}^{k} M'_j \xi_j - \beta M', \]

where \( \beta < k \). Once \( \beta \) is known we can extend \( \hat{r} \) back in base \( B \) by evaluating

\[ |\hat{r}|_{m_i} = \left| \sum_{j=1}^{k} |M'_j|_{m_i} \xi_j - |\beta M'|_{m_i} \right|_{m_i}, \quad \forall i = 1...k. \]

In order to compute \( \beta \) we have to know the value of \( \hat{r} \) for an additional modulus. This is done by evaluating \( \hat{r} \) (line 3 of algorithm 1) for the redundant modulus \( m_r \) for which we have computed \( \hat{q}_r \) in the first base extension.

From eq. (8) we have

\[ \beta M' = \sum_{j=1}^{k} M'_j \xi_j - \hat{r}, \]

\[ |\beta M'|_{m_r} = \left| \sum_{j=1}^{k} |M'_j|_{m_r} \xi_j - |\hat{r}|_{m_r} \right|_{m_r} \]

\[ |\beta|_{m_r} = \left| |M'^{-1}|_{m_r} \left( \sum_{j=1}^{k} |M'_j|_{m_r} \xi_j - |\hat{r}|_{m_r} \right) \right|_{m_r}. \]

Since \( \beta < k \), choosing \( m_r \geq k \) ensures \( \beta < m_r \) and equation (10) gives the correct result.

\[ \beta = \left| |M'^{-1}|_{m_r} \left( \sum_{j=1}^{k} |M'_j|_{m_r} \xi_j - |\hat{r}|_{m_r} \right) \right|_{m_r}. \]

The sum in eq. (10) requires a total cost of \( 2k + 1 \) elementary modular multiplications distributed as follow: \( k \) to compute the values \( \xi_j = |\hat{r}_j M'^{-1}|_{m_j} |m_j \), \( k \) for each \( |M'_j|_{m_r} \xi_j |m_r \), and one for the multiplication by \( |M'^{-1}|_{m_r} \). Since the values \( \xi_j \) have already been computed for all \( j \), the number of operations needed to evaluate eq. (9) is \( k + 1 \) for each modulus \( m_i \) in \( B \), which results in \( k^2 + 3k + 1 \) elementary modular multiplications. If \( m_r \) is a power of 2 the cost of the second base extension reduces to \( k + k(k+1) = k^2 + 2k \).
In the next sections we illustrate our algorithm with two textbook RSA implementations. The first version uses conversions to and from the residue number system. We present this version for completeness and since it allows more freedom in the implementation of the RSA protocol. The second version without conversion is a lot more attractive.

5 RSA Implementations

At the end of the classical Montgomery multiplication the result is less than $2N$. A correction step is necessary if the result is greater than $N$ and in this case a subtraction by $N$ gives the correct value. As mentioned previously, in our RNS version the output $\hat{r}$ of algorithm MM is less than $(k+2)N$. For the same reason a correction step may be needed.

In the next paragraphs we present two implementations of RSA which address this problem.

5.1 RSA with conversions

To address the final correction step, a straightforward solution consists of subtracting $N$ from $\hat{r}$ until $\hat{r} < N$. This technique can not be performed efficiently in RNS since it requires a comparison after each subtraction. Furthermore, for practical values of $k$ the overhead is important.

Another solution, however, is to perform, for the very last Montgomery multiplication, (i.e. the last call to MM($x^aM \mod N,1,N$) which suppress the Montgomery constant $M$ and gives the expected result $x^a \mod n$), the first base extension exactly. This can efficiently be done via the Mixed Radix System (MRS) has suggested in 1967 by Szabo and Tanaka [14]. For each
$m_j$, we evaluate

$$|q|_{m_j} = |t_1 + t_2 m_1 + t_3 m_1 m_2 + \cdots + t_k m_1 \cdots m_{k-1}|_{m_j},$$

(11)

where

$$t_1 = q \mod m_1 = q_1$$

$$t_2 = (q_2 - t_1)c_{12} \mod m_2$$

$$\vdots$$

$$t_k = (\cdots((q_k - t_1)c_{1k} - t_2)c_{2k} - \cdots - t_{k-1})c_{(k-1)k} \mod m_k$$

and $c_{ij} = m_i^{-1} \mod m_j$.

**Example**

We illustrate our algorithm with an implementation of RSA with small values. We first define the classical RSA parameters. Let us define 2 prime numbers $p = 479$ and $q = 317$. We compute $n = pq = 151843$, $\phi(n) = (p - 1)(q - 1) = 151048$; find a value $a$ such that $\gcd(a, \phi(n)) = 1$, and compute $b = a^{-1} \mod n$ using the extended Euclid algorithm: $a = 173, b = 79453$.

The couple $(b, n)$ is the public key. $a, p, q, \phi(n)$ are kept secret.

Now, we define the RNS parameters: the bases $\mathcal{B} = (3, 7, 13, 19, 29, 67)$ and $\mathcal{B}' = (5, 11, 17, 23, 31, 37)$, the redundant modulus $m_r = 8$. The dynamic ranges $M = 10078341$ and $M' = 24666235$ provided by the two bases satisfy the conditions $(k + 2)^2 n = 64 n < M < M'$.

Let $x = 132976$ be the message less than $n$ we want to encrypt. The first step consists of converting the values $x$ and $n$ in their RNS form $X$ and $N$.

We have:

$X = (1, 4, 12, 14, 11, 48)_\mathcal{B}, \quad (1, 8, 2, 13, 17, 35)_\mathcal{B}'$

In the examples, we use uppercases for RNS numbers and lowercases for their corresponding value.
\[ N = (1, 6, 3, 14, 28, 21)_B, \quad (3, 10, 16, 20, 5, 32)_B' \]

We compute in RNS the encrypted value \( Y = X^b \mod N \):

\[ Y = (0, 6, 7, 14, 12, 3)_B, \quad (3, 2, 1, 5, 18, 8)_B' \]

which correspond in decimal to \( y = 118593 \). According to the RSA algorithm, we decrypt this value by computing \( Z = Y^a \mod N \). The result in RNS is

\[ Z = (1, 4, 12, 14, 11, 48)_B, \quad (1, 8, 2, 13, 17, 35)_B' \]

and correspond to the original message \( z = 132976 = x \).

For this example we have used the same bases for both the encryption and decryption. If this situation occurs in a practical case it is important to note that we do not need to convert the encrypted value \( Y \) back in binary before transmission. We can directly send the RNS value \( Y \) to the other part.

### 5.2 RSA without conversion

An easy way to consider the message \( x = \sum_i x_i 2^i \) we want to encrypt as a valid RNS number is to split it in blocs, which size depends on the size of the moduli of the base \( B \). For example if \( B \) is composed of 32-bit modulus, splitting \( x \) in blocs of at most 31 bits makes it possible to consider each bloc as a value \( x_i < m_i \) and provides what we have just called a valid RNS number.

In order to correct the value obtained at the end of the exponentiations we consider the last modulus of \( B \) as a special modulus. This extended modulus plays a crucial role in the correction step of our algorithm and, as a consequence, in its validity. Once the message \( x \) is expressed in the RNS form \( (x_1, \ldots, x_{k-1}) \) for the \( k-1 \) first modulus, we consider the number which
RNS representation in the base $\mathcal{B} = (m_1, \ldots, m_{k-1}, m_k)$ is $(x_1, \ldots, x_{k-1}, 0)$.

By doing this we are constructing a number less than $M$, that we do not know explicitly, which is a multiple of $m_k$.

To encrypt a message with RSA we have to compute $y = x^b \mod N$.

As we have seen previously our algorithm do not return $y$ exactly but

$$\hat{y} = x^b \mod N + \beta N,$$

with $\beta < k + 2$.

At the end of the decryption step we should obtain a value $z$ congruent to $x$ modulo $N$ and less than $N$. Our algorithm returns

$$\hat{z} = x^{ba} \mod N + \gamma N$$

with $\gamma < k + 2$. The returned value $\hat{z}$ verifies $\hat{z} \equiv x \pmod{N}$ but it may be greater than $N$.

In order to correct this result if necessary, we use the extra information we have thanks to the last modulus $m_k$. We know that the result $z$ must be a multiple of $m_k$. Thus its RNS representation should be

$$z = (z_1, \ldots, z_{k-1}, 0).$$

In practice we will almost always obtain a value

$$\hat{z} = (\hat{z}_1, \ldots, \hat{z}_{k-1}, \hat{z}_k),$$

with $z_k \neq 0$, which is not a multiple of $m_k$.

The solution we propose consists of looking for a value $t$ such that $\hat{z} = \hat{z} + tN$ is a multiple of $m_k$. We compute $t$ by solving the equation $\hat{z}_k + tN \equiv 0 \pmod{m_k}$ which gives

$$t = \hat{z}_k (-n_k^{-1}) \mod m_k,$$
where \( n_k = N \mod m_k \) is given by the RNS representation of \( N \). We then compute \( tN = (tn_1, \ldots, tn_{k-1}, tn_k) \) and \( \tilde{z} = \tilde{z} + tN \) in RNS to obtain
\[
\tilde{z} = (\tilde{z}_1, \ldots, \tilde{z}_{k-1}, 0).
\]
At this point we are provided with a value \( \tilde{z} \) such that:
\[
\tilde{z} \equiv x \pmod{N} \\
\tilde{z} \equiv x \pmod{m_k}
\]
Then from the Chinese Remainder Theorem, it maps back to a unique number within the interval \([0, m_kN)\). Since \( x = (x_1, \ldots, x_{k-1}, 0) \) < \( M \), taking \( M \leq m_kN \) ensures that the computed RNS number \( \tilde{z} \) has actually the same RNS representation than \( x \). We have then obtained the correct result. This gives us the final conditions for our algorithm:
\[
(k + 2)^2 N < M \leq m_kN,
\]
which implies \( m_k > (k + 2)^2 \).

It is yet important to note that the validity of our algorithm is based on an important assumption. Since the message is always considered in RNS and never converted back in binary, even for the transmission, it is clear that both parties must choose a common set of RNS bases, in particular the same value for \( m_k \). This exchange can be a part of the protocol initialization between the two communicants and is beyond the scope of this paper.

**Example**

We use the same parameters than in the previous example:

- \( p = 479, q = 317, n = 151843 \)
- \( \phi(n) = 151048, a = 173, b = 79453 = a^{-1} \pmod{\phi(n)} \)
The RNS bases are also identical; the last element of $B$ playing the role of the special modulus $m_k = 67$.

- $B = (3, 7, 13, 19, 29, 67), \ M = 10078341,$
- $B' = (5, 11, 17, 23, 31, 37), \ M' = 24666235,$

For the second base extension we use the redundant modulus $m_r = 8$.

Let us first verify the conditions of our algorithm:

$$(k + 2)N = 9717952 < M = 10078341 \leq m_kN = 10173481.$$

Let $x = 11010101001101$ the binary representation of the message we aim at encrypting. Instead of converting it from its binary representation to its RNS form in base $B$, we split it in blocs such that it corresponds to a valid RNS number. In this example the modulus do not have all the same size which implies us to consider an irregular splitting of $x$. If we express the moduli set in binary we have $B = (11, 111, 1101, 10011, 11101, 100011)$. A valid splitting of $x$ is then $x = 1 \ 10 \ 101 \ 0100 \ 1101$. The size of each bloc is 1 minus the size of the corresponding modulus. In a real implementation we can simply consider 32-bit moduli and split $x$ in 31-bit blocs. The value we are going to encrypt is then in RNS

$$X = (1, 2, 5, 4, 13, 0)_B.$$

The first operation consists of extending $X$ in the base $B'$. This has to be done exactly via the mixed radix representation as explained in section 5.1.

$$X = (1, 2, 5, 4, 13, 0)_B, \ (1, 10, 11, 18, 8, 22)_{B'}.$$

The first step in the computation of $Y = X^bM \mod N$ is the call to $\text{MM}(Y, (M^2 \mod N), B)$ which transforms $Y$ into the Montgomery-like notation $YM \mod N + \beta N$

$$YM \mod N + \beta N = (2, 0, 0, 16, 11, 13)_B, \ (0, 6, 10, 9, 5, 17)_{B'}.$$
The exponentiation then gives:

\[ Y = (1, 4, 7, 2, 7, 21)_B, \quad (1, 7, 11, 11, 13, 33)_{B^{'}}. \]

At this step we are still in the Montgomery notation. We send this value to the other part who decrypt it. Since the transmitted value \( Y \) is already in the Montgomery notation the first call to MM to get into this form can be omitted. We directly perform the exponentiation by computing \( Z = Y^a \mod N \). The last call to \( \text{MM}(Z, 1, B) \) gets out from the Montgomery notation and gives:

\[ Z = (2, 6, 2, 3, 8, 26)_B, \quad (2, 8, 13, 16, 22, 28)_{B^{'}}. \]

Since \( Z_k = 26 \neq 0 \) we do not have a multiple of \( m_k = 67 \) and thus a final correction step is needed. We compute

\[ t = Z_k(-N_k^{-1}) \mod m_k = 53, \]

and

\[ 53N = (2, 3, 3, 1, 5, 41)_B. \]

A final addition gives the correct result

\[ Z + 53N = (1, 2, 5, 4, 13, 0)_B. \]

If we express it back in binary according to the same splitting and without considering the last residue, this actually is the original message \( x = 11010101001101 \).

6 Complexity and comparisons

We compare our approach with a previously proposed method by Kawamura, et al. [4] that has itself been demonstrated more efficient than another efficient solution proposed in 1995 by Posch and Posch [9]. Since the
modular exponentiation algorithms we compare only differ in the way modular multiplication, and more specifically the two embedded base extensions, are performed, we only compare the elementary operations needed for one Montgomery multiplication. Even if the values reported in table 1 do not take into account the fact that many of those elementary operation (single-precision modular multiplication) can be performed in parallel, our modular multiplication algorithm is clearly more efficient.

If we compare the whole implementations of RSA our solution without conversion is also more efficient. We can decompose our algorithm and Kawamura et al.’s one in three main parts: the mapping in, the modular exponentiation and the mapping out (see figure 1). As shown in table 1 our modular exponentiation requires less operations. Our mapping in procedure only consists in a base extension and we no not use any operation for the mapping out. Our conversion-free implementation is thus very efficient.

<table>
<thead>
<tr>
<th></th>
<th>Our algorithm</th>
<th>Kawamura &amp; al.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lines 1 and 3 of algo MM</td>
<td>$5k$</td>
<td>$5k$</td>
</tr>
<tr>
<td>First base extension</td>
<td>$k^2 + k$</td>
<td>$2k^2 + 2k$</td>
</tr>
<tr>
<td>Second base extension</td>
<td>$k^2 + 2k$</td>
<td>$2k^2 + 2k$</td>
</tr>
<tr>
<td>Total</td>
<td>$2k^2 + 8k$</td>
<td>$4k^2 + 9k$</td>
</tr>
<tr>
<td>1024-bit key-length ($k = 34$)</td>
<td>2584</td>
<td>4930</td>
</tr>
</tbody>
</table>

Table 1: Number of elementary modular multiplications needed for two different RNS implementations of Montgomery multiplication. In our algorithm we consider that the redundant modulus $m_r$ is a power of 2.
7 Conclusion

We have presented a new implementation of Montgomery multiplication in RNS and have shown its efficiency with two implementations of RSA. The first solution uses an embedded RNS arithmetic which maps the values in RNS before the computations and convert them back in binary at the end. But the real novelty is a full RNS cryptosystem. The message is never considered as a binary number but rather in RNS all along the protocol. Thus no conversion are needed. This approach requires both parties to agree on a set of RNS parameters beforehand. Compared to previously proposed solutions [9, 4, 8] our algorithms requires less elementary operations and use only integer arithmetic (no rational approximation of $\alpha$ in (4) are computed). Furthermore the conditions on our parameters are easier to satisfy than the ones we have in these other methods.
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