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Web access logs contain time-stamped numerical data interesting to mine for nu-
merous applications such as customer targeting, automatic updating of commercial
websites or web server dimensioning. In this context, the algorithms for sequential
patterns mining are well adapted to the temporal aspect of the data. However,
they do not allow processing numerical information frequently found in web data.
In previous works we defined fuzzy sequential pattern mining framework to cope
with the numerical representation problem. Thus, in this paper, we apply these
algorithms to web mining and assess them through different experiments showing
the relevancy of this work in the context of web access log mining.

1. Introduction

The quantity of data from the World Wide Web is growing dramatically:

requested URLs, number of requests or session duration, etc. are gath-

ered automatically by web servers and stored in access log files. Analysing

these data can provide useful information for performance enhancement or

customer targeting. In this context, many works have been proposed to

mine usage patterns and user profiles [1, 2, 3, 4]. Particularly, [5] pro-

vides knowledge from database of visited page sequences. However this

method, based on sequential pattern mining, cannot be used to mine nu-

merical data contained in these log files, such as number of requests for the

same page, transfer rates, number of downloaded kilobytes or duration of

sessions. Few works have been carried out to process such numerical data

and most of them are restricted to association rules [6, 7, 8]. However,

association rule based approaches do not take the sequencing of data into

account. Sequential patterns are thus more adapted to time-stamped data.

Nevertheless numerical data must be pre-processed into a binary represen-

tation to be mined by existing approaches, which necessarily leads to a

loss of information. In order to cope with this problem, we propose here
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to apply an efficient fuzzy approach for sequential pattern mining to mine

time-stamped numerical data from web access logs. This approach, defined

in our previous works [9], is based on the definition of fuzzy intervals. Ob-

tained patterns are of the type “60% of users visiting a lot the Disneyland

website and a few Eiffel Tower pages visit later a lot of traveling websites”.

These patterns are characterized by their support, which is the percentage

of users who have followed this rule. Three approaches are proposed to

mine such rules: SpeedyFuzzy, MiniFuzzy and TotallyFuzzy, differing

by the support computation. The end-user is allowed to choose between

the speed of result extraction and the accuracy of the obtained frequent

patterns. Implementation of these solutions is based on an efficient and

original data scanning method, which extends the PSP algorithm proposed

in [5]. Experiments were carried out on synthetic datasets and on real-world

data. They highlight the feasibility and robustness of a fuzzy approach. We

present here the experiments carried out on web access logs.

This paper gives an overview of our algorithms and focuses on the pro-

cessing of web log data. Section 2 presents an introduction to sequential

patterns and fuzzy sequential patterns. Section 3 presents the experiments

to analyse web access logs. Section 4 concludes on the different perspectives

associated to this work.

2. From Crisp to Fuzzy Sequential Patterns

In this section, we briefly describe the basic concepts of sequential patterns

and fuzzy sequential patterns.

Let T be a set of object records where each record consists of three in-

formation elements: an object-id, a time-stamp and a set of items. An

itemset, (i1i2 . . . ik), is a non-empty, unordered set of items taken from

I = {i1, i2, ..., im}. A sequence s is a non-empty ordered list of itemsets,

denoted by < s1s2...sp >. For instance, let us consider the purchase se-

quence s =< (1) (2 3) (4) (5) >. Then all items of the sequence were

bought separately, except products 2 and 3 which were purchased together.

Roughly speaking, the support of a sequence is the percentage of objects

who have s in their records. In order to decide whether a sequence is fre-

quent or not, a minimum support value (minSupp) is specified by the user.

A sequence s is said to be frequent if the condition support(s) ≥ minSupp

holds. Given a database of object records the problem of sequential pattern

mining is to find all maximal frequent sequences [10].
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In this context, fuzzy sequential patterns have been defined to handle

quantitative attributes. T.-P. Hong et al. [11] and Y.-C. Hu et al. [12]

have proposed approaches to mine fuzzy sequential patterns without pro-

viding experimental evaluations. We thus here consider the complete ap-

proach from [9]. This work proposes three algorithms, SpeedyFuzzy, Mini-

Fuzzy and TotallyFuzzy, defining three levels of fuzzification depending

on the adopted counting method for fuzzy set cardinality as detailed later.

In this framework, we consider the fuzzy extension of item, itemset and se-

quence notions. The quantity universe of each attribute is discretized into

fuzzy subsets, as explained in next paragraph, taking the dataset Table 1

as an example. A fuzzy item is the association of one item and one corre-

sponding fuzzy set. For instance, [/php/tutor.htm, lot] is a fuzzy item where

lot is a fuzzy set defined by a membership function on the access quantity

universe of the item /php/tutor.htm. A fuzzy itemset is a set of fuzzy

items, e.g. ([/php/tutor.htm, lot][/php/functions.php, little]). One fuzzy

itemset only contains one fuzzy set related to one single item. For exam-

ple, the fuzzy itemset ([/php/tutor.htm, lot][/php/tutor.htm, little]) is not

a valid fuzzy itemset. A fuzzy sequence S =< s1 · · · sg > is a sequence

consisting of fuzzy itemsets, e.g. < ([/php/tutor.htm, lot][/php/faq.phps,

little])([/php/functions.php, lot]) >.

Table 1. Access grouped by IPs and ordered by their timestamp (empty cells indicate
that the page has not been accessed)

Cust./IP Date /php/tutor.htm /php/eg.htm /php/functions.php /php/faq.php

C1 d1 2
82.228.151.52 d2 1 3 1

d3 4 1
d4 1
d5 2 2

d1 2
86.197.153.12 d2 2

d3 4 1
d4 3

d1 3
82.226.199.47 d2 3 1

d3 5
d4 2

82.226.199.48 d1 2

First, the quantitative database is converted into a membership degree

database, as shown on Figure 1. These partitions (e.g. “little”, “medium”,

“lot”) are automatically built by dividing the universe of quantities into

intervals. Each interval groups the same proportion of users. It is then

fuzzified in order to enhance generalization.
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Figure 1. Membership functions for the fuzzy sets of the database attributes

From these membership functions we get the membership degrees for each

record and for each fuzzy set. For instance, at d2, C1 has browsed

/php/tutor.htm once, 3 times /php/eg.htm and once /php/functions.php.

Figure 1 shows that 1 access to /php/tutor.htm is converted into a de-

gree equals to 1 for the fuzzy set little, 3 for /php/eg.htm belongs to both

sets little and lot with a degree of 0.5. Table 2 describes these values for

customer 1.

Table 2. Membership degrees for customer 1

Items
/php/tutor.htm /php/eg.htm /php/functions.php /php/faq.php

D. li. L. m. L. li. L. m. L.

d1 0.75 0.25
d2 1 0.5 0.5 0.5 0.5
d3 0.25 0.75 0.5 0.5

d4 0.5 0.5
d5 1 1

The support of a fuzzy itemset is computed as the proportion of objects

supporting it. However the cardinality of a fuzzy set depends on the count-

ing method. We transpose here three of these techniques in the framework

of fuzzy sequential patterns and we propose three definitions for the fuzzy

support of an itemset (X, A):

• SpeedyFuzzy counts objects recording, for each item of the itemset,

a membership degree not null at least once (SSF (c, (X, A)), in Table 3).

• MiniFuzzy is based on a thresholded count, incrementing the number

of objects supporting the fuzzy itemset when each of its item has a mem-

bership degree greater than a specified threshold in the data sequence of

the object (SMF (c, (X, A)), in Table 3).

• TotallyFuzzy carries out a thresholded Σ-count. The support

(STF (c, (X, A)), in Table 3) is computed as a weighted sum of the member-

ship degrees greater than a given threshold. In this approach the impor-

tance of each fuzzy itemset in the data sequence is taken into account in
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the support computation, using generalized t-norm and t-conorm operators

> and ⊥. As for MiniFuzzy, a minimum relevancy is required to consider

the itemset as being supported. It is specified by the minimum relevancy

threshold ω.

Support Value Condition to hold ∃t ∈ Tc|

SSF (o, (X, A)) 1 ∀[x,a] ∈ (X, A), µa

`

t[x]
´

> 0

SMF (o, (X, A)) 1 ∀[x,a] ∈ (X, A), µa

`

t[x]
´

> ω

STF (o, (X, A)) ⊥
|Ro|
j=1 >[x,a]∈(X,A)

h

µa

`

tj [x]
´

i

∀[x,a] ∈ (X, A), µa

`

t[x]
´

> ω

The support of a fuzzy sequence is computed as the ratio of the number
of objects supporting this fuzzy sequence compared to the total number of
objects in database (|O|):

FSupp(X,A) =

X

o∈O

h

S(o, gS)
i

–

|O|
(1)

where the support degree S(o, gS) indicates wether the object o supports

the fuzzy sequence gS, i.e. each itemset of the sequence in the same order.

This support degree is computed algorithms detailed in [9].

Example 2.1. In this example, we consider the membership database

for customer 1, given in Table 2 and assess the support of the sequence

< ([/php/tutor.htm, lot])([/php/functions.php, lot]) >. With SpeedyFuzzy,

we consider the items underlined into account. With MiniFuzzy (ω=0.49),

customer 1 supports the sequence, we take the items boldfaced into ac-

count. With TotallyFuzzy (ω=0.49), customer 1 supports the sequence,

the best occurrence of the sequence is kept, twice underlined.

Table 4. Extracted sequential patterns with minsupp=55%

SpeedyFuzzy <([/php/tutor.htm, little])([/php/functions.php, lot])> 75%
<([/php/tutor.htm, lot])([/php/functions.php, lot])> 75%

MiniFuzzy <([/php/tutor.htm, little])([/php/functions.php, lot])> 75%
<([/php/functions.php, lot])> 75%

TotallyFuzzy <([/php/tutor.htm, little])([/php/functions.php, lot])> 69%
<([/php/functions.php, lot])> 56%

Table 4 shows the sequential patterns respectively extracted by Speedy-

Fuzzy, MiniFuzzy and TotallyFuzzy. Note that the frequent items are the
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same for all counting methods. The difference is in the number and length

of the sequences. For a same minSupp, the number and length of the mined

patterns are indeed greater with MiniFuzzy or SpeedyFuzzy than with

TotallyFuzzy. This is due to the thresholded Σ-count. This reduction in

the number of patterns can be used for a database containing very high

amount of frequent patterns to find the most relevant ones. The advantage

of this method is to be more selective and therefore to find the most rele-

vant sequential patterns. The user will thus be provided with a selection

of patterns, and not only have to assess a selection of patterns and not a

really large quantity of them. So within the context of web mining, Speedy-

Fuzzy could be used to identify user profiles, whereas TotallyFuzzy could

be used for mining detailed downloading rate.

3. Experiments

In this section, we present a comparison of performances between the three

algorithms SpeedyFuzzy, MiniFuzzy and TotallyFuzzy and the algo-

rithm PSP [5] and results of web access logs mining with TotallyFuzzy.

The aim of these experiments is to show that soft sequential pattern min-

ing bring more relevant information compared to crisp sequential pattern

mining. In our case, access logs from a laboratory website were prepared

and mined to find frequently visited pages – such as in crisp sequential

pattern mining – but also repeatedly visited pages. The access logs were

pre-processed and the dataset recorded the number of accesses to one page,

the same half-day by one user. For example, record “1500 5067 10 6” means

that “visitor 21500” on half-day 5067 visited 6 times the URL coded by

10. This dataset contained 27209 web pages visited by 79756 different IPs

over 16 days (32 half-days). As explained previously, we fuzzify the number

of access per visitors on each page 3 fuzzy sets using a tool based on the

DiscretizeFilter module of Weka [13]. One should note that all data mod-

eling choices have impact on what can be extracted from the data. Next

experiments should thus be carried out using a fuzzification more adapted

to the dataset, based on the approach of 14.

First, we compared performances of the fuzzy algorithms to those of PSP

[5], a sequential pattern algorithm working on binary data with the same

efficient structure as our fuzzy algorithms. Figure 2(a) shows the runtime

according to minSupp. Note that the extraction time increases as minSupp
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decreases. The number of frequent patterns and generated candidates is in-

deed higher for a low minSupp. So the algorithms scan the dataset more

times. It can also be noted that SpeedyFuzzy is almost as fast as PSP

despite the fact that it scans three times more items. TotallyFuzzy and

MiniFuzzy run slightly slower.

If we compare the number of frequent sequences for a same minimum sup-

port, Figure 2(b) shows that MiniFuzzy and TotallyFuzzy extract less

frequent sequences than SpeedyFuzzy and PSP, due to the support defini-

tion. In fact those two fuzzy algorithms, MiniFuzzy and TotallyFuzzy,

only keep the items which have a degree greater than ω and so which are

considered as relevant by the user. The number of frequent sequences is

then necessarily reduced compared to SpeedyFuzzy or PSP.

Figure 2(c) shows the extraction time according to the number of data se-

quences in database for minSupp = 0.2. The fuzzy algorithms have the

same linear behavior as PSP, even if they have not equal performances.
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Figure 2. (a)Runtime according to minSupp for 79756 sequences; (b)Number of fre-
quent sequences according to minSupp for 79756 sequences; (c)Runtime according to
the number of sequences in the datasets, for minSupp=0.2%

These behaviors confirm the good results obtained in experiments on syn-

thetic datasets described in [9].

Thes preliminary experiments showed that results on fuzzy logs are consis-

tent with the one on crisp values. The same frequent URLs can indeed be

found using crisp or soft sequential pattern mining. The advantages of our

method concern the additional knowledge supplied by quantities. Indeed,

while the crisp algorithm PSP found URL 139 was frequently accessed,

TotallyFuzzy found that it was frequently accessed between 2 and 5 times

during the same period. Our patterns also revealed that the root page was

only a step in the browsing sequences and was often accessed only once in
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the same session. A global trend in this browsing dataset is that people

tend to access only few pages frequently in the same session.

4. Conclusion and perspectives

Historical analysis of web logs and more especially sequential pattern ex-

traction from web databases is highly interesting for customer targeting,

server dimensioning or transfer optimization. In this paper we propose to

mine web logs using fuzzy sequential patterns handling three fuzzification

levels thanks to three algorithms. This method is indeed well-adapted to

process time-stamped numerical data contained in access logs. It also en-

able one to mine information with a minimum relevancy, for instance the

time spent on a web page or the number of visits on the same page. This

choice allows the extraction of frequent sequences by making a trade-off

between relevancy and performance. The algorithms we use, SpeedyFuzzy,

MiniFuzzy and TotallyFuzzy, have been implemented and tested, showing

the interest of our novel approach and the feasibility for the fuzzy meth-

ods described. Thus the user can handle three fuzzification levels thanks

to our three algorithms. Experiments on web access logs have highlighted

the relevance of our proposal. This work builds many perspectives, more

particularly we plan to extend our experiments to mine web-purchases for

e-marketing.
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