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Abstract. An abstract numeration system is a triple S = (L, Σ, <)
where (Σ, <) is a totally ordered alphabet and L a regular language over
Σ; the associated numeration is defined as follows: by enumerating the
words of the regular language L over Σ with respect to the induced ge-
nealogical ordering, one obtains a one-to-one correspondence between N
and L. Furthermore, when the language L is assumed to be exponential,
real numbers can also be expanded. The aim of the present paper is to
associate with S a self-replicating multiple tiling of the space, under the
following assumption: the adjacency matrix of the trimmed minimal au-
tomaton recognizing L is primitive with a dominant eigenvalue being a
Pisot unit. This construction generalizes the classical constructions per-
formed for Rauzy fractals associated with Pisot substitutions [16], and
for central tiles associated with a Pisot beta-numeration [23].

1 Introduction

To any infinite regular language L over a totally ordered alphabet (Σ, <), an
abstract numeration system S = (L,Σ, <) is associated in the following way [10].
Enumerating the words of L by increasing genealogical order gives a one-to-one
correspondence between N and L, the non-negative integer n being represented
by the (n + 1)-th word of the ordered language L. Nonnegative integers as well
as positive real numbers (under some natural assumptions on L) can thus be
expanded in such a numeration system [10–12]. In this latter situation, a real
number is represented by an infinite word which is the limit of a converging
sequence of words in L. These systems generalize in a natural way classical
positional systems like the k-ary numeration, the Fibonacci numeration, more
generally, the numeration scales built on a sequence of integers satisfying a linear
recurrence relation, including the beta-numeration when β is a Parry number
[13], as well as the Dumont-Thomas numeration associated with a substitution
[6, 7]. Many classical properties of such numerations extend in a natural way to
abstract numeration systems: see for instance [3, 9, 11, 12, 17–19].

The aim of this paper is to introduce a self-replicating multiple tiling of the
space that can be associated with an abstract numeration system with some pre-
scribed algebraic properties: these systems are built upon an exponential regular
language such that the adjacency matrix of the trimmed minimal automaton rec-
ognizing L is primitive with a dominant eigenvalue being a Pisot unit. We recall
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that a Pisot number is an algebraic integer whose other conjugates have modulus
smaller than 1; a Pisot number is a unit if its norm is equal to 1, that is, the
constant term in its minimal polynomial equals ±1. The basic tiles are compact
sets that are the closure of their interior, that have non-zero measure and a
fractal boundary; they are attractors of some graph-directed Iterated Function
System. By tiling, we mean here tilings by translation having finitely many tiles
up to translation (a tile is assumed to be the closure of its interior); we assume
furthermore that each compact set intersects a finite number of tiles. By multi-
ple tiling, we mean arrangements of tiles such that almost all points are covered
exactly p times for some positive integer p.

The multiple tiling we propose here is directly inspired by the tilings of the
space that can be associated with beta-numeration [23] and with substitutions
(see e.g., Chap. 7 in [15]). It is conjectured that the corresponding multiple tiling
is indeed a tiling in the Pisot case. This conjecture is known as the Pisot con-
jecture and can also be reformulated in spectral terms: the associated dynamical
systems have pure discrete spectrum. Notice that the existence of such tilings
has applications in Diophantine approximation, or in the study of mathematical
quasicrystals, for instance.

Our main motivation for this work is the following. The central tiles in the
beta-numeration framework are defined in a natural way [1, 2, 23]; one can con-
sider the formalism introduced in the substitutive case as a first generalization
of the beta-numeration formalism [5]. Indeed the underlying substitutions and
automata have a very particular shape in the beta-numeration case. We develop
here a further generalization by working directly on the automaton. In particular
final acceptance states play a crucial rôle in our study. We thus wish to put to
the test the Pisot conjecture in a more general context.

This paper is organized as follows. We first recall in Section 2 a few basic
definitions and properties. We focus on the representation of real numbers in
abstract number systems in Section 3. We respectively introduce in Section 4
and in Section 5 the central tile and our multiple tiling. We illustrate these
notions in Section 6 with two examples. We conclude this paper by mentioning
a few natural prospects concerning this work in Section 7.

2 Definitions

An abstract numeration system is a triple S = (L,Σ, <), where L is an infinite
regular language over the totally ordered alphabet (Σ, <).

Let Σ = {s0 < s1 < · · · < sk} be a finite and totally ordered alphabet.
Since Σ is totally ordered, we can order the words of Σ∗ using the genealogical
ordering. Let u, v ∈ Σ∗. We say that u < v if |u| < |v| or if |u| = |v| and there
exist p, u′, v′ ∈ Σ∗, s, t ∈ Σ, s < t such that u = psu′ and v = ptv′.

The trimmed minimal automaton of L is denoted ML = (Q, q0, Σ, δ, F )
where Q is the set of states, q0 is the initial state, F ⊆ Q is the set of final
states and δ : Q×Σ → Q is the (partial) transition function. As usual, δ can be
extended to Q×Σ∗. In this paper L ⊂ Σ∗ will always denote an infinite regular
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language having the property that ML is such that

δ(q0, s0) = q0. (1)

In other words, ML has a loop of label s0 in the initial state q0. In particular,
this implies that L has the following property: s∗0L ⊆ L.

The entry of index (p, q) ∈ Q2 of the adjacency matrix ML of the automaton
ML is given by the cardinality of the set of letters s ∈ Σ such that δ(p, s) = q. An
abstract numeration system is said primitive if the matrix ML is primitive, that
is, there exists a nonnegative integer n such that Mn

L has only positive entries.
According to Perron-Frobenius theorem, the adjacency matrix of a primitive
abstract numeration system admits a simple dominating eigenvalue β > 0.

For any state q ∈ Q, we denote by Lq the regular language accepted by
ML from state q, by uq(n) the number of words of length n in Lq, and by
v(n) the number of words of length at most n in L. In particular, L = Lq0 and
uq(n) = eqMn

LeF for appropriate row (resp. column) vector eq (resp. eF ).
Let us introduce several sets of right-sided and left-sided infinite words built

upon the abstract numeration system S. We use here the topology induced by
the infinite product topology on ΣN, ΣN∗ and NΣ respectively, where N∗ denotes
the set of positive integers, and NΣ the set of left-infinite words over Σ. We use
the following notation for elements of NΣ: v = · · · v2v1v0.

We first define Lω ⊂ ΣN∗ as the set of right-infinite words w = (wi)i∈N∗ for
which there exists a sequence of words (Wn)n∈N in L converging to w, that is,
for all `, there exists N` such that for all n ≥ N`, a prefix of length at least `

of Wn is a prefix of w. Notice that a main difference with the set
−→
L classically

encountered in the literature (we refer for instance to [22]) is that if w belongs to
Lω then it does not necessarily imply that infinitely many prefixes of w belongs
to L (see [11]).

Definition 1. We define the set Kω ⊂ (Σ×Q)N by (w, r) = (w0w1 · · · , r0r1 · · · )
belongs to Kω if and only if the following conditions hold

1. there exists a sequence of words (Wn)n∈N in ∪q∈QLq converging to w1w2 · · · ,
2. for all i ≥ 0, δ(ri, wi+1) = ri+1.

For a given q ∈ Q, the subset Kω
q ⊂ Kω is defined as the set of elements (w, r) ∈

Kω such that r0 = q. One has Kω = ∪q∈QKω
q .

Definition 2. We similarly define the set ωK ⊂ N(Σ × Q). A pair (v, p) =
(· · · v2v1v0, · · · p2p1p0) belongs to ωK if and only if the following conditions hold

1. there exists a sequence (Vn)n∈N of words in L converging to v, i.e., v0v1v2 · · ·
is the limit of the sequence of words (Ṽn)n∈N, where W̃ denotes the mirror
image of the word W ,

2. for all i ≥ 0, δ(pi+1, vi) = pi.

Definition 3. Finally, ωKω ⊂ (Σ × Q)Z is defined as the set of two-sided se-
quences ((· · · v2v1v0 · w1w2 · · · ), (· · · p2p1p0 · r1r2 · · · )) (denoted ((v, w); (p, r)))
that satisfy
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1. (· · · v2v1v0, · · · p2p1p0) belongs to ωK,
2. (v0w1w2 · · · , p0r1r2 · · · ) belongs to Kω.

These three sets are easily shown to be nonempty, by a classical compactness
argument; they have the rôle played by the beta-shift in the beta-numeration
case [13, Chap. 7].

3 Expansions of real numbers

The abstract numeration system S = (L,Σ, <) gives a one-to-one correspon-
dence between N and L [10]: the representation of the integer n is defined as
the (n + 1)-th word w of L. We conversely define val : L → N, which maps the
(n + 1)-th word of L onto n.

We want now to expand real numbers. Let us assume that S is a primitive
abstract numeration system. Let β > 1 denote its dominating eigenvalue. Con-
sequently, L is an exponential regular language (i.e., uq0(n) ≥ Cβn, for infinitely
many n and some C > 0) and thanks to [11, Prop. 3], we deduce that the set
Lω is uncountable.

We assume moreover that L is a language for which there exist P ∈ R[X],
and some nonnegative real numbers aq, q ∈ Q, which are not simultaneously
equal to 0, such that for all state q ∈ Q

lim
n→∞

uq(n)
P (n)βn

= aq. (2)

The coefficients aq are defined up to a scaling constant; in fact, the vector (aq)q∈Q

is an eigenvector of ML [12]; by Perron-Frobenius theorem, all its entries aq are
positive; we normalize it so that aq0 = 1− 1/β, according to [19].

For q ∈ Q and s ∈ Σ, set

αq(s) :=
∑
q′∈Q

aq′ · Card{t < s | δ(q, t) = q′} =
∑
t<s

(q,t)∈dom(δ)

aδ(q,t).

One has for all q ∈ Q, 0 ≤ αq(s) ≤ βaq, since (aq)q∈Q is a positive eigenvector
of ML. Notice also that if s < t, s, t ∈ Σ, then αq(s) ≤ αq(t).

For any sequence of words (Wk)k∈N converging to a word w ∈ Lω, let us
recall that the limit

lim
k→∞

val(Wk)
v(|Wk|)

only depends on w, belongs to [1/β, 1], and is equal to

(1 + αq0(w1))β−1 +
∞∑

j=2

αδ(q0,w1···wj−1)(wj)β−j ,

according to [11, 19]. Hence it is natural to introduce the map

ϕω : Kω → [0,max(aq)], (w, r) = (w0w1 · · · , r0r1 · · · ) 7→
∞∑

j=1

αrj−1(wj)β−j .
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Conversely, let us expand real numbers by introducing a suitable dynamical
system analogous to the β-transformation Tβ : x ∈ [0, 1] 7→ {βx}, where {z}
denotes the fractional part of z. The corresponding transformation for abstract
dynamical systems has been introduced in [19]. The underlying dynamics de-
pends on each interval [0, aq), and is defined as follows: we first set for y ∈ R+,

bycq = max{αq(s) | s ∈ Σ, αq(s) ≤ y};

let us recall that (aq)q∈Q is an eigenvector of ML of eigenvalue β, hence

βaq =
∑
r∈Q

ar · Card{s ∈ Σ | δ(q, s) = r},

and one checks that for y ∈ [0, aq), then βy−bβycq ∈ [0, aq′), with bβycq = αq(s)
and δ(q, s) = q′. Furthermore, s may be not uniquely determined since αq is
nondecreasing. We define

TS : (∪q∈Q[0, aq])×Q → (∪q∈Q[0, aq])×Q,
(x, q) 7→ (βx− bβxcq, q′)

where q′ is determined as follows: let s be the largest letter such that αq(s) =
bβxcq; then q′ = δ(q, s). To retrieve this information given by the largest letter
s, we thus set

ρS : (∪q∈Q[0, aq])×Q → Σ,
(x, q) 7→ s.

We thus can expand any real number x ∈ [0, aq0) = [0, 1 − 1/β) as follows. Let
(xi, ri)i≥1 := (T i

S(x, q0))i≥1 ∈ ((∪q∈Q[0, aq]) × Q)N∗ . Moreover, set (w0, r0) :=
(s0, q0) and for every i ≥ 1, set wi := ρS(xi−1, ri−1) where it is assumed that
x0 := x. According to [11], one has x =

∑∞
j=1 αrj−1(wj)β−j . So we have the

following definition.

Definition 4. Let S be a primitive abstract numeration system satisfying (1)
and (2). Every real number x ∈ [0, 1− 1/β) can be expanded as

x =
∑
i≥1

αri−1(wi)β−i,

where (w, r) belongs to Kω and satisfies for every i ≥ 1, wi = ρS(xi−1, ri−1),
with (xi, ri)i≥1 = (T i

S(x, q0))i≥1, (w0, r0) = (s0, q0) and x0 = x. We call (w, r) =
(wi, ri)i∈N ∈ Kω the S-expansion of x and denote it dS(x).

Similarly, one can expand every real positive number by rescaling. Indeed let
x ≥ aq0 . Let k be the smallest positive integer such that β−kx ∈ [0, aq0) and
let us set (wi, ri)i∈N := dS(β−kx). One has β−kx =

∑
j≥1 αrj−1(wj)β−j . Let

(v, p) ∈ ωK, with v = (· · · s0 · · · s0vk−1vk−2 · · · v0), p = (· · · q0 · · · q0pk−1 · · · p0),
and vk−1 · · · v0 = w1 · · ·wk, pk−1 · · · p0 = r1 · · · rk. (Notice that we have explicitly
used (1) to define (v, p).) One thus gets

x = αq0(vk−1)βk−1 + αpk−1(vk−2)βk−2 + · · ·+ αp1(v0)
+αrk

(wk+1) 1
β + · · ·+ αrk+1(wk+2) 1

β2 + · · ·
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with (v · wk+1wk+2 · · · , p · rk+1rk+2 · · · ) ∈ ωKω.

Definition 5. Let S be a primitive abstract numeration system and x be a pos-
itive real number. If x ∈ [0, aq0) = [0, 1 − 1/β), then the S-fractional part of
x is simply dS(x). Otherwise, let k be the smallest positive integer such that
β−kx ∈ [0, aq0). Using the same notation as above, the S-fractional part of x is
(wkwk+1wk+2 · · · , rkrk+1rk+2 · · · ) ∈ Kω. We denote it FracS(x).

4 The central tile

We have given in Section 3 a geometric representation of the set Kω thanks to
the map ϕω. The aim of the present section is to provide a similar representation
for the set ωK. We follow here the formalism of [1, 2, 5].

We assume now that S is a primitive abstract numeration system satisfying
(1) and (2), whose dominant eigenvalue β is a Pisot unit. Let β(2), . . . , β(r)

denote the real conjugates of β, and let β(r+1), β(r+1), . . . , β(r+s), β(r+s) be
its complex conjugates. If d denotes the degree of β, then d = r + 2s. We set
β(1) = β. Let K(k) be equal to R if 1 ≤ k ≤ r, and to C, if k > r. We furthermore
denote by Kβ the representation space

Kβ := Rr−1 × Cs ' Rd−1.

Let us note that, according to [19, Lemma 4.1], aq belongs to Q(β) for all q ∈ Q.
Let us consider now the following algebraic embeddings:

– The canonical embedding on Q(β) maps a polynomial to all its conjugates

Φβ : Q(β) → Kβ , P (β) 7→ (P (β(2)), . . . , P (β(r)), P (β(r+1)), . . . , P (β(r+s))).

– For any (v, p) ∈ ωK, the series

lim
n→∞

Φβ

(
n∑

i=0

αpi+1(vi)βi

)
=
∑
i≥0

Φβ(αpi+1(vi))Φβ(βi)

are convergent in Kβ . The representation map of ωK is then defined as

ωϕ : ωK → Kβ , (v, p) 7→ lim
n→+∞

Φβ

(
n∑

i=0

αpi+1(vi)βi

)
.

Definition 6. Let S be a primitive abstract numeration system satisfying (1)
and (2) whose dominant eigenvalue β is a Pisot number. We define the central
tile TS as

TS :=ωϕ(ωK).

The central tile can be naturally divided into Card(Q) pieces, called basic
tiles, as follows:

for q ∈ Q, TS(q) :=ωϕ

(
{(v, p) ∈ ωK | p0 = q}

)
.
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5 A self-replicating multiple tiling

We introduce the following countable set

FS := FracS(Z[β]>0) ⊂ Kω.

Let (w, r) = (wi, ri)i∈N ∈ FS . By definition of FS , we can apply Φβ to
ϕω(w, r) which belongs to Q(β). We define the tile T(w,r) as

T(w,r) = Φβ ◦ ϕω(w, r) +ωϕ

(
{(v, p) ∈ωK | ((v, w); (p, r)) ∈ωKω}

)
.

One checks that the tiles T(w,r) are finite unions of translates of the basic tiles
TS(q) for q ∈ Q by considering the minimal automaton ML; furthermore, one
proves similarly as in [2] that there are finitely many such tiles.

Definition 7. The primitive abstract numeration system S for which (1) and
(2) hold is said to satisfy the strong coincidence condition if for any pair of
states (q, q′) ∈ Q, there exist a state q′′ ∈ Q, a positive integer n and two words
w1 · · ·wn, w′1 · · ·w′n ∈ Σn such that{∑

1≤i≤n αδ(q,w1···wi−1)(wi)βn−i =
∑

1≤i≤n αδ(q′,w′
1···w′

i−1)
(w′i)β

n−i

δ(q, w1 · · ·wn) = δ(q′, w′1 · · ·w′n) = q′′.

We have now gathered all the required tools to be able to state and prove
the main theorem of the present paper. This theorem and its proof are directly
inspired by the corresponding statements in the beta-numeration case [1, 2, 5],
and in the substitutive case [21].

Theorem 1. Let S be a primitive abstract Pisot numeration system for which
(1) and (2) hold and whose dominant eigenvalue β is a Pisot number. The finite
(up to translation) set of tiles T(w,r), for (w, r) ∈ FS, covers Kβ, that is,

Kβ =
⋃

(w,r)∈FS

T(w,r). (3)

For each (w, r), the tile T(w,r) has non-empty interior. Hence it has non-zero
measure.

We denote by hβ : Kβ → Kβ the β-multiplication map that multiplies the
coordinate of index i by β(i), for 2 ≤ i ≤ d. The basic tiles of the central tile TS

are solutions of the following graph-directed self-affine Iterated Function System:

∀q ∈ Q, TS(q) =
⋃

p∈Q, s∈Σ,
δ(p,s)=q

hβ(TS(p)) + Φβ(αp(s)). (4)

If S satisfies the strong coincidence condition, then the basic tiles have dis-
joint interiors and they are the closure of their interior.

Furthermore, there exists an integer k ≥ 1 such that the covering (3) is almost
everywhere k-to-one.
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Proof. We first notice that there exists C > 0 such that if

Φβ ◦ ϕω(FracS(P (β))) 6= Φβ ◦ ϕω(FracS(P ′(β))),

with FracS(P (β)) 6= FracS(P (β)), then

||Φβ ◦ ϕω(FracS((P (β))))− Φβ ◦ ϕω(FracS((P ′(β))))|| > C, (5)

where || · || denotes a given norm in Kβ . Indeed Φβ ◦ϕω(FracS(P − P ′)(β)) is an
algebraic integer: this a direct consequence of the fact that β is a unit and that
aq ∈ Q(β), for all q. We now conclude by using the fact that for any C ′ > 0, there
exist only finitely many algebraic integers x in Q(β) such that |x| < max(aq)
and ||Φβ(x)|| < C ′.

Let us prove now (3). From β being a Pisot number, we first deduce that
Φβ(Z[β]≥0) is dense in Kβ , according to [1, Prop. 1]. Let x ∈ Kβ . There thus
exists a sequence (Pn)n∈N of polynomials in Z[X] with Pn(β) ≥ 0, for all n, such
that (Φβ(Pn(β)))n∈N tends towards x. For all n, Φβ(Pn(β)) ∈ T(w,r)(n) , with
(w, r)(n) = FracS(Pn(β)). We deduce from (5) that there exist infinitely many
n such that Φβ ◦ϕω((w, r)(n)) take the same value, say, Φβ ◦ϕω(w, r). Since the
tiles are closed, x ∈ T(w,r). We now deduce from Baire’s theorem that the tiles
have non-empty interior.

Let q ∈ Q be given. Let (v, p) ∈ ωK with p0 = q. One has:

ωϕ(v, p) ωϕ((vk, pk)k≥1) + Φβ(αp1(v0))
= hβ ◦ ωϕ ((vk−1, pk−1)k≥1) + Φβ(αp1(v0)).

One deduces (4) by noticing that (vk−1, pk−1)k≥1 belongs to ωK.
We deduce from the uniqueness of the solution of the IFS [14], that the basic

tiles are the closure of their interior, since the interiors of the pieces are similarly
shown to satisfy the same IFS equation (4).

We assume that S satisfies the strong coincidence condition. We deduce from
this strong coincidence condition that there exist q′′ ∈ Q, w1 · · ·wn, w′1 · · ·w′n ∈
Σn such that TS(q) contains

hn
β(TS(q)) + Φβ

( ∑
1≤i≤n

αδ(q,w1···wi−1)(wi)βn−i

)
and

hn
β(TS(q′)) + Φβ

( ∑
1≤i≤n

αδ(q′,w′
1···w′

i−1)
(w′i)β

n−i

)
with ∑

1≤i≤n

αδ(q′,w1···wi−1)(wi)βn−i =
∑

1≤i≤n

αδ(q′,w′
1···w′

i−1)
(w′i)β

n−i,

according to (4), when iterated n times. Indeed TS(q′′) is equal to the union on
the states p ∈ Q for which there exists a path a1 · · · an of length n in ML from
p to q′′, of

hn
β(TS(p)) + Φβ(

∑
1≤i≤n

αδ(p,a1···ai−1)(ai)βn−i).



9

We denote by µ the Lebesgue measure of Kβ : for every Borelian set B of Kβ ,
one has µ(hβ(B)) = 1

β µ(B), according to [20]: we have used here the fact that
β is a Pisot unit. One has for a given q ∈ Q according to (4)

µ(TS(q)) ≤
∑

p:δ(p,a)=q µ(hβ(TS(p)))
≤ 1

β

∑
p:δ(p,a)=q µ(TS(p)). (6)

Let m = (µ(TS(q)))q∈Q denotes the vector in Rd of measures in Kβ of the basic
tiles; we have proved above that m is a non-zero vector. Since m has further-
more nonnegative entries, according to Perron-Frobenius theorem the previous
inequality implies that m is an eigenvector of the primitive matrix ML, and thus
of Mn

L. In particular

µ(TS(q)) =
∑
p∈Q

Mn
L[p, q] · µ(TS(p)),

which implies that TS(q) and TS(q′) have disjoint interiors. We thus have proved
that the Card(Q) basic tiles are disjoint up to sets of zero measure.

Finally, one deduces from the statement below ([5], Lemma 1) that there
exists an integer k such that this covering is almost everywhere k-to-one:

Let (Ωi)i∈I be a collection of open sets in Rk such that ∪i∈IΩi = Rk and
for any compact set K, Ik := {i ∈ I; Ωi ∩ K 6= ∅} is finite. For x ∈ Rk, let
f(x) := Card{i ∈ I; x ∈ Ωi}. Let Ω = Rk \ ∪i∈Iδ(ωi), where δ(Ωi) denotes the
boundary of Ωi. Then f is locally constant on Ω.

6 Some examples

Example 1. Let us consider the automaton depicted in Fig. 1. It defines an ab-

Fig. 1. A trimmed minimal automaton.

stract numeration system over Σ = {0, 1, 2}. Its adjacency matrix is

ML =

1 1 0
1 0 1
2 1 0

 .
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It is primitive, its characteristic polynomial is X3 −X2 − 2X − 1. The unique
real root of the characteristic polynomial is β ' 2, 148 and one of its complex
root is β(2) ' −0, 573+0, 369 i, with |β(2)| < 1, hence β is a Pisot unit. We have
Kβ = C. We assume that q1 and q2 are final states. One can check thatαq0(0) = 0, αq1(1) = aq0 ,

αq1(0) = 0, αq1(1) = aq0 ,
αq2(0) = 0, αq2(1) = aq0 , αq2(2) = 2aq0 .

Let us note that on this particular example, the value taken by αqi(j) does
only depend on the letter j ∈ {0, 1, 2}. Let us recall that aq0 = 1 − 1/β, hence
Φβ(aq0) = 1− 1

β(2) . We represent the basic tiles (the one associated to q0, q1 and
q2 is coloured in red, green and blue respectively) in Fig. 2.

Fig. 2. The basic tiles.

Let M̃L denote the automaton obtained by reversing in ML the direction of
the arrows. The basic tiles satisfy for i = 0, 1, 2:

TS(qi) =
{

(1− 1
β(2) ) ·

(∑
i≥0 vi · (β(2))i

)
| (v0v1 · · · ) being the label

of an infinite path in the automaton M̃L starting from state qi

}
.

The strong coincidence condition is satisfied: for any pair of states (qi, qj), the
transitions δ(qi, 0) = q0, and δ(qj , 0) = q0 are suitable. The graph-directed IFS
equation satisfies

TS(q0) = (β(2) · TS(q0)) ∪ (β(2) · TS(q1)) ∪ (β(2) · TS(q2))
∪(β(2) · TS(q2) + (1− 1

β(2) ))
TS(q1) = (β(2) · TS(q0)) ∪ (β(2) · TS(q2) + (2− 2

β(2) ))
TS(q2) = β(2) · TS(q1)) + (1− 1

β(2) ).

The multiple tiling of Theorem 1 is indeed a tiling (up to a set of zero
measure). This result can be proved by using the same ideas as in [1, 2]: it can
be checked in an effective way that every element of Z[β] admits a finite fractional
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part; this classical property for beta-numeration is called Finiteness Property [8],
and implies that the covering (3) is a tiling.

Example 2. Let us consider another example given by the automaton depicted
in Fig 3. Again we fulfill the Pisot type assumption. Here β ' 2, 324 and β(2) '

Fig. 3. Another minimal automaton and the corresponding basic tiles.

0, 338 + 0, 526i. When considering q2 as the unique final state, all the αq’s are
vanishing except for

αq0(1) = αq2(2) = 1− 1
β

, αq0(2) = 1− 1
β

+
1
β2

.

The corresponding three basic tiles are represented in Fig. 3.

7 Conclusion

All the theory developed in the substitutive and in the beta-numeration case
can now be extended in the present framework; mutual insight will by no doubt
be brought by handling this more general situation. To mention just but a few
prospects, we are planning to study the topological properties of the tiles (con-
nectedness, disklike connectedness), to work out some sufficient tiling conditions
in the flavour of the finiteness properties, to define p-adic tiles according to
[20], to characterize purely periodic expansions in abstract numeration systems
thanks to the central tile as in [4], and to study the geometric representation of
the underlying dynamical systems, such as the odometer introduced in [3]: for
instance, an exchange of pieces can be performed on the central tile by exchang-
ing the basic tiles; the action of this exchange of pieces can be factorized into a
rotation of the torus when the covering (3) is a tiling.
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