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Abstract. We provide in this paper a multidimensional generalization

of substitutions on words, which is de�ned as the action on multidimen-

sional sequences of a non-pointed substitution endowed with local rules.

The non-pointed substitutions and the local rules have in the multidi-

mensional case respectively the roles played by the substitutions de�ned

on letters and by the concatenation on words. This de�nition then allows

us to provide a (yet partial) multidimensional generalization of an alge-

braic characterization of Sturmian words that are �xed-point or morphic

image of a �xed-point of a non-trivial substitution on words.

Introduction

A substitution acts on a word in this way: the image of each letter is a word, and

the image of the whole word is then just the concatenation of the images of its

letters. Substitutions are powerful combinatorical tools, and have natural inter-

actions with language theory, geometry of tilings, automata theory, and many

others (see e.g. [14] and the references inside). It thus would be useful to de�ne

a similar tool in the more general framework of multidimensonal sequences, that

are sequences of letters indexed by Zn (whereas words are sequences of letters

indexed by N). It is however a di�cult problem, mainly for lack of a natural

�multidimensional concatenation�.

Such a generalization has already been introduced in [15]: for p1; : : : ; pn �xed

in N, a letter u indexed by (i1; : : : ; in) is mapped to a set �(u) of letters indexed
by f(j1; : : : ; jn) j 8k; pkik � jk < pk(ik +1)g (that is, a p1� : : :� pn-rectangle).

But it generalizes in fact only constant-length substitutions on words (which

map letters to words all of the same length). An algebraic characterization of

all the multidimensional sequences which are �xed point of such substitutions

is also proved (see again [15]), what generalizes a similar result for words which

are �xed-point of a constant-length substitution (see e.g. [1]).

A �rst aim of this paper is to introduce a notion of multidimensional sub-

stitution which generalizes any type of substitutions on words, and not only the

constant-length ones (or any other particular type). Second, we would like to
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give an algebraic characterization of the multidimensional sequences which are

�xed-point of such a multidimensional substitution. More precisely, Theorem 2

generalizes the following result (see e.g. [6, 9]):

Let � be an irrational number in [0; 1]. One de�nes the Sturmian sequence

u� = (un) over the alphabet f1; 2g by:

8n � 1; un = 1 , (n�) mod 1 2 I�;

where I� = (0; 1 � �] or I� = [0; 1 � �). Then u� is a �xed point (resp. the

morphic image of a �xed point) of a substitution on words if and only if � has a

purely periodic (resp. eventually periodic) continued fraction expansion.

Notice that this characterization concerns only Sturmian sequences, that is, a

subset of the set of all the sequences. Thus, generalizing this result also requires

to de�ne a notion of �multidimensional Sturmian sequence�.

The paper is organized as follows. In the �rst section, we de�ne non-pointed

substitutions and local rules, that are our multidimensional equivalents of the

�classic� substitutions de�ned on letters, and of the concatenation product used

to make such substitutions act on sequences. It allows us, under conditions on

the local rules, to de�ne our notion of multidimensional substitution. In Section

2, we describe a type of local rules which satisfy the conditions required to de-

�ne a multidimensional substitution: the local rules derived from a global rule.

In Section 3, we resume the notion of generalized substitutions, de�ne Sturmian

hyperplane sequences and then we show that these generalized substitutions pro-

vide global rules from which we can derive local rules as described in Section 2.

It yields multidimensional substitutions on Sturmian hyperplane sequences, and

allows us to give (Theorem 2) a partial generalization of the algebraic charac-

terization of �xed-points stated above.

1 Non-pointed substitutions and local rules

Let A be a �nite alphabet. A pointed letter is an element L = (x; l) of Zn�A,
where x is the location of the letter l. We denote by L the set of pointed letters.

A pointed pattern is a set of pointed letters with distinct locations. The sup-

port of a pointed pattern is de�ned as the set of the locations of its letters. Two

pointed patterns are said consistent if two letters with the same location are

identical. The notions of union, intersection and inclusion are then de�ned for

consistent patterns as for usual sets. We denote by P the set of pointed patterns.

The lattice Zn acts on pointed letters (resp. pointed patterns) by transla-

tion on the locations (resp. supports): the classes of equivalence of this action

are called non-pointed letters and denoted by L (resp. non-pointed patterns, de-

noted by P).
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Thus, to each pointed pattern P corresponds a unique non-pointed pattern,

called its underlying non-pointed pattern and denoted P . Conversely, to each

non-pointed pattern P corresponds all the congruent pointed patterns, called

realizations of P , that have P as underlying non-pointed pattern. If P and P
0

are congruent pointed patterns, one denotes v(P; P 0) 2 Zn the vector that maps

P onto P 0 by translation.

We are now in a position to give our multidimensional generalization of the

de�nition on letters of a substitution on words:

De�nition 1. A non-pointed substitution is a map from L to P.

In what follows, � denote a non-pointed substitution. We now de�ne local

rules, which are the main ingredient of our �multidimensional concatenation�.

De�nition 2. We de�ne two types of local rules for �:

� an initial rule �� is de�ned on a set I(��) = fLg of one pointed letter, and

maps L to a realization of �(L);
� an extension rule � is de�ned on a set E(�) = fL;L0g of two pointed let-

ters with distinct locations, and maps L and L
0
to disjoint realizations of

respectively �(L) and �(L0).

Roughly speaking, an initial rule tells us how to position �(L) for a particular
pointed letter L, while an extension rule � such that E(�) = fL;L0g is used, for
a pointed pattern fA;A0g congruent to fL;L0g, to position �(A0) relatively to

�(A) in the same way �(L0) is positioned relatively to �(L). We �rst de�ne the

action of � on �-paths :

De�nition 3. Let U be a pointed pattern and � be a set of local rules for �. A

�-path of U is a sequence R = (R1; : : : ; Rk) of pointed letters of U such that:

� there exists an initial rule �
� 2 � such that I(��) = fR1g;

� for i = 1 : : : k � 1, there exist an extension rule �i 2 � and xi 2 Zn
such

that E(�i) = fLi; L
0
i
g with Ri = Li + xi and Ri+1 = L

0
i
+ xi.

One then de�nes by induction a map denoted by (�; �;R) on the letters of R

(see Fig. 1):

� (�; �;R)(R1) = �
�(R1);

� for i = 1 : : : k � 1, (�; �;R)(Ri+1) = �i(L
0
i
) + v(�i(Li); (�; �;R)(Ri)).

Notice that, when computing the action of a substitution � on a word, we

proceed in the same way: the image by � of the �rst letter of the word (here

seen as a path) has a speci�ed position (here given by an initial rule), while the

position of the image of a letter follows, by induction, from the position of the

concatenation of the images of the previous letters (here, we use extension rules

to do that). We then de�ne the action of � on pointed patterns:
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Fig. 1. Top: from left to right, an initial rule and two extension rules; bottom: compu-

tation of the image of a path using successively the three previous local rules.

De�nition 4. Let � be a set of local rules for � and U be a pointed pattern.

The set � is said to cover U if any pointed letter of U belongs to a �-path of U

and is said to be consistent on U if for any two �-paths R and R
0
of U which

both contain a pointed letter L, (�; �;R)(L) = (�; �;R0)(L).
If � covers U and is consistent on U , one then de�nes the action of � endowed

with the set of local rules �, denoted by (�; �), as follows:

(�; �)(U) =
[
f(�; �;R)(L) j R is a �-path of U and L 2 Rg :

Thus, (�; �) is our notion of multidimensional substitution on pointed pat-

terns. It can be shown that it generalizes the substitutions on words as well as

the multidimensional substitutions described in [15]. The possibilities are much

larger, but it is in general not easy to obtain sets of local rules that are consistent

on a set of pointed patterns and cover this set: the next section presents a way

to obtain such sets of local rules.

2 Local rules derived from a global rule

Let � be a non-pointed substitution and H be a set of pointed patterns. We are

here interested in a generic way to obtain sets of local rules for � that cover H
and are consistent on it (that is, that cover any pointed pattern of H and are

consistent on any of them). We derive such sets of local rules from global rules :

De�nition 5. A global rule on H for � is a map � de�ned on the set of pointed

letters fL 2 U j U 2 Hg such that:

� a pointed letter L is mapped to a realization of �(L);
� pointed letters with distinct locations are mapped to disjoint pointed patterns.

Let us denote by d(L;L0) the distance
P
jxi�x

0
i
j between the locations (xi)

and (x0
i
) of L and L

0. We introduce a notion of weak connexity:



5

De�nition 6. The span between two pointed letters L and L
0
of U 2 H, denoted

by sp(L;L0), is the smallest integer D such that there exists a sequence (L1 =
L;L2; : : : ; Lk = L

0) of pointed letters of U which veri�es: 8j, d(Lj ; Lj+1) � D.

The spans of U and H are then de�ned by:

sp(U) = sup
L;L02U

sp(L;L0) and sp(H) = sup
U2H

sp(U):

For example, sp(U) = 1 if and only if U is 4-connected. Let us now derive a

set of local rules from a global rule:

De�nition 7. Let H0 be a pointed pattern and � a global rule on H for �. A

set � of local rules for � is said to be derived from (H; H0; � ) if it veri�es:

1. if �
�
is an initial rule of � with I(��) = fLg, then L 2 H0 and �

�(L) = � (L);
2. if � is an extension rule of � with E(�) = fL;L0g, then d(L;L0) � sp(H),

�(L) = � (L) and �(L0) = � (L0);
3. if � and �

0
are extension rules of �, then E(�) and E(�0) are not congruent.

Such derived sets of locals rules have interesting properties:

Proposition 1. If H0 is �nite and sp(H) is bounded, then any set of local rules

derived from (H; H0; � ) is �nite.

Proof. Let � be derived from (H; H0; � ). There is no more than jH0j initial rules
in �. There are jAjj(sp(H)+1)n=Znj non-congruent pointed patterns fL;L0g that

verify d(L;L0) � sp(H): it follows that there is a �nite number of extension rules

in �. Thus, � is �nite. ut

De�nition 8. A global rule � on H is said context-free if, for U 2 H, L;L
0 2 U

and x 2 Zn
such that L+ x; L

0 + x 2 U , one has:

v(� (L); � (L+ x)) = v(� (L0); � (L0 + x)):

We present examples of such global rules in Section 3.

Proposition 2. If � is a context-free global rule on H, then any set of local

rules derived from (H; H0; � ) is consistent on H.

Proof. Suppose that � is context-free, and let � be a set of local rules de-

rived from (H; H0; � ). Let R = (R1; : : : ; Rk) be a �-path of U 2 H. Let us

prove by induction that for all i, (�; �;R)(Ri) = � (Ri). Since R is a �-path,

there exists an initial rule �� 2 � such that I(��) = fR1g, and since � is de-

rived from (H; H0; � ), (�; �k; R)(R1) = �
�(R1) = � (R1). Suppose now that

(�; �k; R)(Ri) = � (Ri). According to De�nition 3, there exists an extension

rule �i 2 � and xi 2 Zn such that E(�i) = fLi; L
0
i
g with Ri = Li + xi

and Ri+1 = L
0
i
+ xi, and (�; �k; R)(Ri+1) = �(L0

i
) + v(�(Li); (�; �k; R)(Ri)).

But � is derived from (H; H0; � ), hence �(Li) = � (Li) and �(L0
i
) = � (L0

i
).

Moreover, (�; �k; R)(Ri) = � (Ri) = � (Li + xi). Thus, (�; �k; R)(Ri+1) =
� (L0

i
) + v(� (Li); � (Li +xi). Finally, since � is context-free, (�; �k; R)(Ri+1) =

� (L0
i
) + v(� (L0

i
); � (L0

i
+ xi)) = � (L0

i
+ xi) = � (Ri+1). It yields that � is con-

sistent on H. ut
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Proposition 3. If H0 intersects any pointed pattern of H, then there exist sets

of local rules derived from (H; H0; � ) that cover H.

Proof. Let us de�ne E = ffL;L0g j L;L0 2 U; U 2 H and d(L;L0) � sp(H)g,
and let E 0 be a maximal subset of E that does not contain congruent pointed

patterns. Let � be the set of the following local rules:

� for each L 2 H0, the initial rule �
� de�ned on I(��) = fLg by ��(L) = � (L);

� for each fL;L0g 2 E 0, the extension rule � de�ned on E(�) = fL;L0g by

�(L) = � (L) and �(L0) = � (L0).

One easily checks that � is derived from (H; H0; � ). Let us prove that � covers

H. Let U 2 H and L
0 2 U . Since H0 intersects any pointed pattern of H, there

exists L 2 U [H0. By de�nition, there also exists a sequence of pointed letters

(L1 = L;L2; : : : ; Lk = L
0) such that 8i, d(Li; Li+1) � sp(H). Then, for all i

there exists xi 2 Zn such that fLi; Li+1g + xi 2 E 0, and there exists an initial

rule of � de�ned on fL1g. It yields that (L1; : : : ; Lk) is a �-path which contains

L
0. Thus, � covers H. ut

We can resume the previous propositions in the following theorem:

Theorem 1. Let � be a context-free global rule on H for �. If sp(H) is bounded
and if H0 2 P is a �nite pointed pattern intersecting any pointed pattern of H,

then one can derive from (H; H0; � ) a �nite set of local rules that is consistent

on H and covers it.

We thus have a way to derive, from a context-free global rule, local rules

consistent on a given set of pointed pattern a covering this set. This result is

applied in the next section to a particular type of context-free global rule.

3 Sturmian hyperplane sequences and algebraicity

We �rst brie�y resume the notion of generalized substitution (see e.g. [4, 5, 14]).

Let e1; : : : ; en denote the canonical basis of Rn and let h:; :i denote the canonical
scalar product on Rn .

A face (x; i�), for x 2 Zn and i 2 f1; : : : ; ng is de�ned by:

(x; i�) = fx+
X
j 6=i

rjej j 0 � rj � 1g:

Such faces generate the Z-module of the formal sums of weighted faces G =
f
P

mx;i(x; i
�) j mx;i 2 Zg, on which the lattice Zn acts by translation: y +

(x; i�) = (y + x; i
�). Faces are used to approximate hyperplanes of Rn :

De�nition 9. Let � 2 Rn+ , � 6= 0. The hyperplane P� of Rn is de�ned by:

P� = fx 2 Rn j hx;�i = 0g:
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The stepped hyperplane S� associated to P� is de�ned by:

S� = f(x; i�) j hx;�i > 0 and hx � ei;�i � 0g ;

and a patch of S� is a �nite subset of the set of faces of S�.

Notice that a patch of S� belongs to the Z-module G, but is geometric,

that is, without multiple faces. Let us recall that the incidence matrix M� of a

substitution on words � gives at position (i; j) the number of occurences of the

letter i in the word �(j). If detM� = �1, then � is said unimodular.

De�nition 10. The generalized substitution associated to the unimodular sub-

stitution � is the endomorphism �� of G de�ned by:8>>>><
>>>>:

8i 2 A; ��(0; i
�) =

P3

j=1

P
s:�(j)=p�i�s

�
M

�1
� (f(s)); j�

�
;

8x 2 Z3
; 8i 2 A; ��(x; i

�) = M
�1
� x+��(0; i

�);

8
P

mx;i(x; i
�) 2 G; �� (

P
mx;i(x; i

�)) =
P

mx;i��(x; i
�);

where f(w) = (jwj1; jwj2; jwj3) and jwji is the number of occurences of the letter

i in w.

The following type of substitution is particularly interesting:

De�nition 11. A substitution � is of Pisot type if its incidence matrix M�

has eigenvalues �; �1; : : : ; �n�1 satisfying 0 < j�ij < 1 < �. The generalized

substitution �� is then also said of Pisot type.

Indeed, the following result is proved in [4, 5]:

Proposition 4 ([4, 5]). If � is of Pisot type and if � is a left eigenvector of

M� for the dominant eigenvalue �, then ��(S�) � S� and �� maps distinct

faces of the stepped hyperplane S� to disjoint patches of S�.

The stepped hyperplane S� is called the invariant hyperplane of �� . It is

also proved in [11]:

Proposition 5 ([11]). If the modi�ed Jacobi-Perron algorithm ([8]) yields a

purely periodic (resp. eventually periodic) continued fraction expansion for � 2
Rn , then the stepped hyperplane S� is a �xed point (resp. the image by a gener-

alized substitution of a �xed point) of a generalized substitution of Pisot type.

We then de�ne hyperplane sequences, mapping stepped hyperplanes of Rn

to (n � 1)-dimensional sequences over the alphabet f1; : : : ; ng. The following

proposition (proved in Appendix) resumes a result given in [2, 3]:

Proposition 6. Let V� � Zn
be the set of the vertices that belong to the faces

of S�. Let v� and �� be the maps de�ned respectively on S� and V� by:

v�(x; i
�) = x+e1+ : : :+ei�1 and ��(x1; : : : ; xn) = (x1�xn; : : : ; xn�1�xn):

Then, v� (resp. ��) is a bijection from S� onto V� (resp. from V� onto Zn�1
).
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Let �� be de�ned on S� by ��(x; i
�) = (��(v�(x; i

�)); i): it maps bijectively

the faces of S� to the letters of a (n� 1)-dimensional sequence over f1; : : : ; ng.
Notice that not all these (n � 1)-dimensional sequences over f1; : : : ; ng corre-

spond to a stepped hyperplane. We thus introduce the following de�nition:

De�nition 12. An hyperplane sequence is an (n � 1)-dimensional sequence

over f1; : : : ; ng de�ned, for � 2 Rn , by ��(S�). One denotes by H� such an

hyperplane sequence. Moreover, if � = (�1; : : : ; �n) is such that 1; �1; : : : ; �n are

linearly independent over Q, then H� is called a Sturmian hyperplane sequence.

For n = 2, Sturmian hyperplane sequences are nothing but Sturmian se-

quences over f1; 2g (see [12]), and for n = 3, one retrieves the notion of two-

dimensional Sturmian sequence of [7]. Notice that an hyperplane sequence H�

is de�ned on the whole Zn�1: it yields sp(H�) = 1. Let us now derive, from

generalized substitution, context-free global rules on hyperplane sequences:

Proposition 7. Let � be a Pisot unimodular substitution on words over f1; : : : ; ng.
Let �� be the associated generalized substitution, and S� its invariant stepped

hyperplane. Let H� = ��(S�). We set L = Zn�1� f1; : : : ; ng and de�ne:

�� = �� Æ�� Æ �
�1
�

and �� : (0; i) 2 L 7! ��(0; i) 2 P :

Then, �� is a context-free global rule on H� for the non-pointed substitution ��.

Proof. For (x; i) 2 H� and y 2 Zn�1, one computes:

��((x; i) + y) = ��(x; i) + ��(M
�1
�

�
�1
�

(y)):

It follows that ��(x; i) = ��(0; i) = ��
�
(0; i)

�
. Moreover, since �� maps distinct

faces of S� to disjoint patches of S� (see Proposition 4) and since �� maps

bijectively the faces of S� to the letters of H�, �� = �� Æ�� Æ�
�1
�

maps letters

with distinct locations to disjoint pointed patterns. Thus, �� is a global rule on

H� for ��.

Then, if (x; i) 2 H�, (x
0
; i) 2 H� and y 2 Zn�1, one has:

v(��(x; i); ��((x; i) + y)) = ��(M
�1
� �

�1
�

(y)) = v(��(x
0
; i); ��((x

0
; i) + y)):

Hence �� is context-free, according to De�nition 8. ut

Finally, combining Theorem 1 and Proposition 5 and 7, we obtain:

Theorem 2. If the modi�ed Jacobi-Perron algorithm ([8]) yields a purely peri-

odic (resp. eventually periodic) continued fraction expansion for � 2 Rn , then

the Sturmian hyperplane sequence H� is a �xed point (resp. the image by a mul-

tidimensional substitution of a �xed point) of a multidimensional substitution.

This result can thus be seen as a multidimensional generalization of the

algebraic characterization resumed in the introduction, though it provides only

a su�cient condition for a Sturmian hyperplane sequence to be a �xed point of a
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multidimensional substitution or the image by a multidimensional substitution of

such a �xed point. In fact, the proof of the algebraic characterization resumed in

the introduction uses the notion of return words of [10]. This notion has already

been generalized, in terms of tilings, in [13]: it thus gives us a possible way to

achieve the characterization of Theorem 2.

Example 1. Let � be the classic substitution de�ned on f1; 2; 3g by �(1) = 13,
�(2) = 1 and �(3) = 2. One computes:

M
�1
� =

0
@0 0 1

1 0 �1
0 1 0

1
A ; and �� :

(0; 1�) 7! ((1;�1; 0); 1�) + (0; 2�)
(0; 2�) 7! (0; 1�)
(0; 3�) 7! (0; 2�)

;

which yields the non-pointed substitution:

�� : 10;0 7! f10;0; 20;1g; 20;0 7! f30;0g; 30;0 7! f10;0g;

which one can also represent as follows:

�� : 1 7!
2
1
; 2 7! 3; 3 7! 1:

Let us de�ne H = f�n
�
((0; 0); 1); n � 1g. One can prove in this particular case

that sp(H) = 1. Thus, one can compute (Theorem 1) a �nite set of local rules

that covers H and is consistent on it. One obtains for example the initial rule

de�ned by:

�
� : ((0; 0); 1) 7! f((0; 0); 1); ((0; 1); 2)g;

and �ve extension rules, represented as follows (the bolded letters are mapped to

the bolded letters, so the information about relative locations is still conserved):

�1 :
2
1
7!

2

3 1
; �2 : 3 1 7!

2

1

1
; �3 :

1
1
7!

2

2 1
1

;

�4 : 2 1 7!
2

1

3
; �5

1

3
7!

1 1
2

:

For example, computing the sequence (��; f��; �1; : : : ; �5g)
n((0; 0); 1) for n =

1; : : : ; 7 gives (the letter with location (0; 0) is bolded):

1 7!
2
1 7!

2
3 1 7!

2
3 1
1

7!

2
2 1

3 1
1

7!

2 2
3 1 2 1
3 1
1

7!

2 2
3 1 2 1
3 1
2 1

3 1
1

7! : : :
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We can in this way generate arbitrarely large patches of the hyperplane sequence

H�, where � is a left eigenvector of M�. Moreover, H� is a �xed-point of this

multidimensional substitution.
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Appendix

Proof of Proposition 6:

Let (x; i�) and (y; j�) be two faces of S� such that v�(x; i
�) = v�(y; j

�). If i < j,

then x = y + ei + : : : + ej�1, and hx � ei;�i = h(y + ei+1 + : : : + ej�1;�i =
hy;�i + hei+1 + : : : + ej�1;�i. Since (y; j�) 2 S�, hy;�i > 0. Moreover,

hei+1 + : : : + ej�1;�i � 0. Thus, i < j would yield hx � ei;�i > 0, what
would contradict (x; i�) 2 S�. Similarly, i > j is impossible. Hence i = j, and

x = y follows. It proves that v� is one-to-one from S� to V�.

If y 2 V�, then there exist (x; i�) 2 S� and I � f1; : : : ; ng, i =2 I , such that

y = x+
P

j2I
ej . Let us denote f : k 7! hx +

P
j2I

ej � e1 � : : :� ek;�i. One
has:

f(0) = hx;�i+
X
j2I

hej ;�i > 0; f(n) = hx� ei;�i �
X

j =2I;j 6=i

hej ;�i � 0;

and f is decreasing. Let k0 such that f(k0 � 1) > 0 and f(k0) � 0. Let y0 =
y�e1�: : :�ek0�1. Then, hy0;�i = f(k0�1) > 0, and hy0�ek0 ;�i = f(k0) � 0.
Thus, (y0; k

�
0) 2 S�. Since v�(y0; k

�
0) = y, it proves that v� is onto from S� on

V�.

Let us denote � by (�1; : : : ; �n). Recall that the �i are positive and not all

equal to zero. Let then x = (x1; : : : ; xn) 2 V� and (x0; i�) = v
�1
�

(x). One has

0 < hx0;�i � hei;�i = �i. Thus:

0 <

nX
j=1

xj�j �

i�1X
j=1

�j � �i:

Suppose now ��(x) = (y1; : : : ; yn�1). The previous formula yields:

0 <

n�1X
j=1

yj�j + xn

nX
j=1

�j �

i�1X
j=1

�j + �i �

nX
j=1

�j ;

and performing the division by
Pn

j=1 �j > 0, it then gives:

0 <

P
n�1
j=1 yj�jPn

j=1 �j
+ xn � 1;

that is, since xn 2 Z:

xn = 1�

&Pn�1

j=1 yj�jPn

j=1 �j

'
:

Conversely, given (y1; : : : ; yn�1) 2 Z
n�1, setting xn 2 Z as above and then, for

i = 1 : : : n�1, xi = yi+xn yields ��(x1; : : : ; xn) = (y1; : : : ; yn�1). Thus, �� is a

bijection from V� to Zn�1 (and the proof provides an explicit formula for ��1
�

).


