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AUTOMATIC GENERATION OF NOISE-FREE
TIME-ACTIVITY CURVE WITH GATED BLOOD-POOL

EMISSION TOMOGRAPHY USING DEFORMATION OF A
REFERENCE CURVE

Charles CADERAS DE KERLEAU, Jean-Francois CROUZET, Ehoud AHRONOVITZ,
Michel ROSSI, Denis MARIANO-GOULART

abstract–This paper describes a new method for assessing clinical parameters from a noisy regional
time-activity curve (TAC) in tomographic gated blood-poolventriculography. This method is based on
a priori knowledge on the shape of a TAC, and shape approximation. Therejection method was used to
generate different random Poisson deviates, covering standard count levels, of six representative TACs
in order to test and compare the proposed method with harmonic and multi-harmonic reconstruction
methods. These methods were compared by evaluating four clinical parameters: time of end systole,
amplitude, peak ejection and filling rates. Overall, the accuracy of assessment of these parameters was
found to be better with the method described in this paper than with standard multi-harmonic fits.

Index Terms–Gated blood-pool SPECT, Wall motion analysis, Time activity curve, Deformable
model fit.

1 Introduction

Tomographic gated blood-pool ventriculography (TRVG) is atechnically simple and widely available
count-based method used for the assessment of cardiac function. This method is based on measurement
of the change in the amount of cardiac blood-pool activity with time, due to the change in the size of a
given region of interest or to partial volume effects. Thesecount-based methods were shown to be more
accurate than direct methods which are designed to localizethe ventricular wall and measure lengths
or volumes [1]. TRVG permits simultaneous measurement at equilibrium of right and left ventricular
ejection fractions, volumes and outputs, regurgitant fractions, and regional wall motion in addition to
phase analysis [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16,17] . Recently, software dedicated to
the segmentation of TRVG data has been developed and validated, thus enhancing the potencial for
widespread use of this technique in the clinical setting [18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28]
. An optimal three-dimensional method for the generation ofright and left ventricular time-activity
curves (TAC) was described in a recent study [29]. The “radial method” proposed by Vilainet al [29]

1



can be used to generate TACs for each surface voxel, with its activity being calculated as the sum of
the activity of all cubic voxels of a radius traced between the corresponding ventricular surface and a
defined ventricular center. This enables a more refined analysis of ventricular TACs for each voxel or
group of voxels on the surface of a segmented ventricle, including evaluation of local ejection fractions
(EF) and time of end systole (TES) as well as peak ejection (PER) and filling rates (PFR). However, a
TAC representing the behavior of a single voxel on the surface of a ventricle is generated from a limited
number of counts and substantial errors due to noise can be present.

When analyzing the complete left ventricle using isotopic planar equilibrium ventriculography, ejec-
tion and filling parameters are best obtained by performing apolynomial or a multi-harmonic Fourier
fit on the TAC [30, 31, 32]. Multi-harmonic Fourier analysis has also been performed on pixel TACs
in a region of interest containing the left ventricle, and good mathematical fits of the radionuclide data
were obtained [33]. However, when an accurate 3-dimensional analysis of ventricular wall motion is
necessary, multi-harmonic filtering may be unsuitable because of the noise level of the TAC derived for
each voxel on the surface of the ventricles.
The aim of this study was to develop a new method for assessingcardiac function from TAC acquired
using gated blood-pool emission tomography. This new method is based on the use ofa priori knowl-
edge on the shape of a time activity curve. This method was compared to standard clinical harmonic
filtering methods using the accuracy of parameters derived from the fitted TAC.

2 Theory

Here we propose to derive the ejection fraction (EF), time ofend systole (TES) and peak ejection and
filling rate (PER and PFR) after fitting a noisy TAC,E(t) by suitable deformation of a reference TAC.
Simulated time-activity curves were scaled and reordered so that the temporal duration of the heart cycle
was fixed at 1 sec and the maximum activity on the curve was fixedat 1 count per region of interest and
obtained for the first time sample. This is not a restrictive procedure as any experimental clinical TAC
can be scaled and reordered in this way using suitable scaling factors for activities, times and for the
clinical measurements derived from the TAC.

2.1 Model of the reference TAC

A reference TAC model was designed to represent the systolicand diastolic function of a normal ven-
tricle. Five points were selected on a normal TAC. Three points corresponded to: 1) the beginning of
ventricular systole, 2) the end of ventricular systole, and3) the end of auricular systole (audible sound
when valves between ventricles and atria open). The other two points were located in the last third
of the TAC corresponding to diastasis and arterial contraction. A continuous periodic modelP(t) was
created using periodic cubic spline interpolation of thesesamples. This model presents the following
characteristics on its period (Fig. 1):

P(t) : [0,1] → [0,1]
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P(0) = P(1) = 1

dP
dt (0) = dP

dt (1) = 0

∃!tmin ∈]0,1[/
dP
dt

(tmin) = 0 (1)

and∀t ∈]0,1[,

t < tmin ⇒
dP
dt (t) < 0

t > tmin ⇒
dP
dt (t) > 0

2.2 Reshaping the model

We will use two ways to reshape the modelP(t) without losing the properties defined by (1). First, as
P(tmin) = 1−EF, any EF can be associated to the model by using the following transformation:

D(t) = P(t)β with β =
log(1−EF)

log
(

P(tmin)
) (2)

WhereD(t) represents the deformed curve. Given this transformation,we are able to forceD(t) to have
any TES, PER and PFR. This can be done by replacing the variable t by a bijective continuous time
polynomial function,Q(t). This polynomial function is meant to reshape the modelD(t). Thus, we
redefine the modified modelD(t) as follows:

D(t) = P[Q(t)]β

Q(t) : [0,1] → [0,1],
withQ(t) being an increasing polynomial function such that
Q(0) = 0 andQ(1) = 1.

(3)

2.3 Modeling an experimental TAC

Having described the development of the modelP(t) and a way to reshape it, we turn our attention to
the use of this model. Our purpose is to smooth and interpolate a noisy TAC defined by T samples,
E(ti), i = 1,2, . . .T, where T is the number of intervals acquired per cardiac cycle.

2.3.1 First estimation of EF and TES

A rough estimation of the time of end systole, TESest of E(ti) is first calculated as follows: a periodic
spline interpolation ofE(ti) is computed to provide an estimate of the ejection fraction EFest. Substi-
tuting EFest in (2) provides a first (βest) for β. We then search for the two lowest values ofE(ti), and
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if they occur consecutively TESest is set at the absolute minimum of the previously computed spline
interpolation. Otherwise, measured data points in the neighborhood of the TAC minimum are too noisy
to provide an accurate estimation of the TES using a simple spline interpolation of

(

ti ,E(ti)
)

. Thus,
the intercorrelation functionI(k) = ∑T

i=1 E(ti)P(ti+k)
βest is computed and TESest is set at the time of end

systole of the functionP(ti+ j)
βest, whereI( j) = MAXk∈[0,T[I(k).

2.3.2 Key points

By definitionD(t) is built with the help of a modelP(t), aβ value which controls EF and a polynomial
Q(t) which controls the global modified shape. If the experimental data were noise free, the polynomial
valuesQ(ti) = t ′i for each acquired time sampleti could be computed as follows (Fig. 2):
∀i ∈ [1,T],∃!(ui ,vi) ∈ [0,1]2 such that

E(ti) = P
(

ui
)β

= P
(

vi
)β

andui ≤ vi

if ti ≤ TESest thent ′i = ui

if ti ≥ TESest thent ′i = vi

Each point(ti , t ′i ) will be called a “key point”, and the set of all key points willbeK = {(ti , t ′i ), i =
1,2, . . . ,T}

2.3.3 Improving the β value

We are now going to prove that theβ value and key points can lead to a better estimation ofβ. We are
now going to prove that theβ value and key points derived from experimental noisy data are linked so
that a more accurate estimation of key points can lead to a better estimation ofβ.

Key points and β value: Let us have a closer look at how the behavior of key points depends on the
value ofβ. If (ti ,E(ti)) is an acquired point, its associated key point(ti , t ′i ) is such thatP(t ′i )

β = E(ti).
For another value ofβ (β′), the associated key point(ti , t ′′i ) is such thatP(t ′′i )β′

= E(ti).
So, we haveP(t ′i )

β = E(ti) = P(t ′′i )β′
.

Let β′ > β, then
P(t ′i )

β = P(t ′′i )β′
< P(t ′′i )β ⇒ P(t ′i ) < P(t ′′i )

if ti < TESest, thent ′′i < t ′i , because the polynomial functionP is decreasing in the neighborhood ofti;
if ti > TESest, thent ′′i > t ′i , because the polynomial functionP is increasing in the neighborhood ofti;
and conversely ifβ′ < β. Consequently, adjusting theβ value is a way to increase or decrease the
ordinates of key points, depending on their position with respect to TESest

Smoothness: The deformed modelD(t) is expected to have the same general shape as the reference
TAC P(t). A suitable approximation of the key points(ti , t ′i ) thus has to be smooth and increasing.

A polynomial least square approximation of the set of key pointsK can be used to decrease the
noise. We start the approximation with a polynomial of degree two and compute the Euclidean distance
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from K to the polynomial (least square method), followed by a polynomial of degree three, again
computing the Euclidian distance. The difference between these two distances is a measurement of
the improvement of the fit,i.e. the larger the difference the greater the improvement. We repeat this
evaluation for polynomials of degree three and four,etc. The polynomial approximation,R(x), which
leads to the greatest improvement (least square distance) will be used to improve the estimation ofβ.

Adjusting β value: The acquisition noise leads to a relatively smaller error inthe key point (ti ,t ′i ) if ti
belongs to a neighborhood of the peak ejection or of the TAC filling rates because the absolute value of
the slope is maximal (Fig. 3). Thus, the key points in this neighborhood can be used to compute a new
value forβ that would locate the key point on the previously computed polynomial approximation. For
each time sampleti in the neighborhood of the peak ejection or filling rate, the adjusted values forβ are
computed as follows:

β =
log(R(ti))
log(P(ti))

(4)

This set of values forβ is then averaged and the mean is used to adjust the ejection fraction EF roughly
approximated before.

2.3.4 ComputingQ(t) polynomial

the key points give an idea of the smoothness of the acquired data with respect to our model. If the
experimental data were noise free, we would expectQ(t) to interpolate all data:







































Q(t1) = t ′1 = 0
Q(t2) = t ′2
Q(t3) = t ′3

. . .
Q(tT−1) = t ′T−1
Q(tT) = t ′T
Q(1) = 1

(5)

If some noise is added, the best fit should look like a linear regression of key points. The constraints
defined in (3) do not often allow interpolation of all acquired points. So the last step is to computeQ(x)
for all real values between 0 and 1, satisfying (3) and corresponding to a good approximation of (5).
Hence, let us defineQ(x):

Q(x) = aqxq +
n

∑
i=1

aix
i ,n < q andn≤ T (6)

The first monomial,aq.xq is added to a polynomial function of degreen to make the condition
Q(1) = 1 possible.
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If we searchQ(x) as the least square approximation of (5) on the vector space generated by(xq,xn,xn−1, ...,x2,x),
then the set of parameters(aq,an, . . .a1) can be computed by solving the system:
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(7)

To satisfy the additional conditionQ(1) = aq + ∑n
i=1 ai = 1 the set of parameters definingQ(x) are

computed by solving the modified matrix equation instead of (7):
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(8)

From a practical standpoint, the method described in this paper was evaluated withq= 10. For each
experimental TAC analyzed,n is set at the highest value smaller than T, for whichQ(t) is increasing on
[0,1], and which provides the best least square distance betweenD(ti) andE(ti)i = 1,2, ...T .

Figure 4 illustrates the differences between harmonic based methods and the model deformation fit.

3 ACCURACY EVALUATION

Six commonly encountered regional time-activity 8-point curves were created and used as original
templates for noise superposition (Fig. 5). To take into account the errors due to time sampling, the
minimum value of each curve was not included in any sample tested. These curves were designed
to produce two different ejection fractions (65% and 20%) and three different end systole times (200
msec, 400 msec and 600 msec, with a cardiac frequency normalized at 1 beat/sec). The four reference
parameters measured for each curve are given in Table 1 Different activity values at end-diastole, N,
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(ranging from 500 to 1500 counts) were used to simulate various statistics. This range covers the usual
count rates measured in routine settings. Previous studiesand measurements of local statistical noise
levels in a reconstructed section using a filtered back projection algorithm [34, 35, 36] have shown that
the order of magnitude of the coefficient of variation of noise linearly depends on the square root of the
number of counts. The noise in each TACs was thus assumed to bea Poisson distribution [32].

For each count level N, the rejection method was used to generate 500 different random Poisson
deviates of the values of the TACφk

N(ti), k=1 to 500, i=1 to 8 [37]. The noise level in each TAC was
characterized by the end diastolic coefficients of variation (CVED) of the simulated Poisson deviates
(i.e. the inverse of the square root of the count rate at end-diastole). The noise levels simulated in this
study correspond to CVED ranging from 2.6% to 4.5%.

To comparatively evaluate the fit described previously, a Fourier transform was performed on sim-
ulated noisy TACs. New curves were reconstructed in the timedomain using the first, the first two and
first three harmonics (resp. methods H1, H2, H3),i.e. the components of frequencyf = 1

T , 2f and
3 f . This is equivalent to filtering by a square-shaped, low-pass filter. The ejection fraction, time of
end systole, peak ejection rate, peak filling rate and their time of occurrence were evaluated from the
analytic formulae of these filtered curves. These results were compared to the evaluation of the same
parameters derived fromD(t) (method M) with the same previously described reference TAC.

We computed errors made by each method when measuring ventricular parameters from the noisy
curves. For each of the original test curves, 500 Poisson deviates were generated for 72 count levels
at end-diastole ranging from 500 to 1500. For the assessmentof each ventricular parameter (EF, TES,
PFR, PER), we computed the mean and standard deviation of theerror obtained using first or multi-
harmonic Fourier fits and the method described in this paper.These results are given in Table 2 for 20%
EF curves, and Table 3 for 65% EF curves. The chosen units allow a comparison of errors even if they
do not refer to the same original template.

Lastly, as the previously described test curves are based ontime samples, they cannot be directly
used to evaluate changes in accuracy evaluation of systolicor diastolic parameters when the gated time
intervals increase or decrease. Then these parameters wereevaluated using the template-based fitting
method with 16 time sample test curves. These curves were collapsed to simulate 8-frame data and
changes in the evaluation of TES, FES, PER and PFR were measured using the template-based fitting
method described in this paper.

4 Results

Tables 2 and 3 show mean errors and standard deviations obtained when assessing TES, EF, PER and
PFR from noisy TACs using the four tested methods. After checking that all means had a Gaussian
distribution, the two methods leading to the two smallest errors were selected and a paired Student test
was performed to compare the best two errors. The significance threshold was set atp = 0.005. When
two means are not significantly different they are indicatedby “*” in Tables 2 or 3. In Tables 2 and 3,
a bold value denotes a mean error which is not significantly different from zero.
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Lastly, using 16 intervals instead of 8, the template based fitting method described in this paper
leads to average variations, using test curves 1,2,3 (corresponding to curves with 20% EF), of 3 ms for
TES, 0.3% for FES, 0.06 EDA.s−1 for PER and 0.04 EDA.s−1 for PFR. Average variations with test
curves 4,5,6 (corresponding to curves with 65% EF) are 6.1 msfor TES, 2.9% for FES, 0.3 EDA.s−1

for PER and 0.19 EDA.s−1 for PFR.

5 Discussion & Conclusion

In this paper our goal was only to extract reliable parameters from a TAC acquired with a given number
of noisy samples. However, the template-based fitting method described in this paper requires relatively
accurate endocardial points as input. Consequenctly, the choice of segmentation method used to derive
surface points probably affects the amount of noise in the experimental TACs acquired. Software pack-
ages have already been proposed for TRVG segmentation [18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28],
using various methods such as manual delineation, thresholding or watersheds. Further clinical valida-
tion studies are necessary to evaluate the accuracy of the template-based fitting method described in this
paper when input TACs present additional artefacts due to the segmentation algorithm used.

The number of time samples, T, used to acquire TACs has been widely discussed for tomographic
gated blood-pool ventriculography (TRVG) [32] or gated SPECT [38, 39, 40]. To ensure reliable mea-
surement with respect to noise, a minimum number of counts must be acquired for each time sample.
So T is directly connected to the exam duration which in routine clinical settings should not exceed 30
to 45 min. In practice, this limitation makes it hard to use T values greater than 16.

Our results show a moderate but significant alteration in FESevaluation (compared with the repro-
ducibility of multi-gated angiography methods) with the template-based fitting model when T decreases
from 16 to 8 time intervals. This is consistent with previously published results [38, 39, 40]. This al-
teration can or cannot be accepted depending on the accuracyrequired by clinical studies. In particular,
the method described in this paper is more robust for TES evaluation, so most clinical studies dedicated
to assessment of this parameter may be performed with only 8 time intervals, which makes it acceptable
in routine settings. On the other hand, accurate evaluationof EF or assessment of diastolic function may
require more time intervals. Further clinical studies are necessary to specify each acquisition protocol,
depending on the clinical problem involved.

Noise can be reduced by the use of low pass filters, which is what H1, H2, and H3 do. Using only
the lowest frequency, like H1, may miss crucial frequenciesin retrieving ventricular parameters. The
results obtained with the 200 ms curves are a relevant illustration of this point. Frequencies necessary
to create TACs with early TES are higher than the first one, andso measured TES seem to occur much
later with H1. PER evaluation is therefore widely underestimated (absolute value). Moreover, large EF
errors occur for the same reason. Errors produced with previous parameters lead to an underestimate of
PFR values. Using only one frequency does not allow H1 to reconstruct a wide variety of curves, which
is why the standard deviations measured are the lowest. Regarding the large errors in the mean errors
evaluated with H1, the low standard deviations are less a proof of accuracy than the consequence of a
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poor highly constrained fit. Hence, all standard deviationsmeasured for peak rates are equal for a given
EF.

Using the first two harmonics (H2) we obtain better results for mean values and standard deviations,
but some cases can still lead to major errors. The previous problem is not fully overcome by adding
another frequency. The high value of some means indicates that for H2 the standard deviation error
may again be more representative of H2 constraints than the accuracy of the reconstruction method. If
we expect our modeling to be efficient in all cases (even locally), it must be able to fit a large variety of
curves.

Adding a third frequency (H3) increases standard deviations but avoids errors, especially for TES
and EF measurements. However, the accuracy of PER and PFR measurement decreases relative to
H2. The third frequency appears to be useful for reconstructing some shapes, thus avoiding large error
because of the constraints observed before.

Another approach to reduce the noise involves the use of non-linear filters (median, morphologic,
etc). However, these filters use local information and so cannotbe efficient enough when the T value
is low. With the method described in this paper (M), we developed a different approach to fit the
acquired curves. First, as we are seeking to generate ventricular ejection curves, we can includea
priori knowledge. Indeed, we already know the main characteristics of the curves we are looking for.
The method M uses thisa priori knowledge, defined in (1) as a guideline, to fit the acquired data by
reshaping a model, thus allowing generation of TACs with more significantly high frequencies. The
reference TAC used here was designed to fit experimental curves having one filling and one ejection
phase. Deformation of the reference TAC allows satisfactory fits regardless of the phase shift or the
magnitude of the experimental TAC. The reference TAC is thussuitable for the analysis of most usual
TACs (including severely hypokynetic TACs), except TACs with more than one filling or emptying
phase. From a physiologic standpoint, this situation is unrealistic but such curves may be recorded for
instance when very noisy TACs are acquired with a severely dyskinetic heart. Increasing the number
of shapes that can be generated by a method is a first step to improve the accuracy of a method. The
second step is to provide an efficient way to find the best modeland to avoid large errors. The means
obtained with M never lead to a large error for TES/EF or for peak rates. Moreover, irrespective of the
shape of the noisy experimental TAC, these mean errors do notsignificantly differ from zero, contrary
to H1, H2 or H3. The standard deviation for TES and EF are mostly equivalent to those obtained with
H3. Peak rate standard deviations are higher with the model (because M does not have any frequency
constraint), but mean results for PFR and PER are much betterwith M than H3.

In conclusion, the method proposed in this paper allows a better fit of noisy TACs acquired in
tomographic radionuclide ventriculography than usual multi-harmonic reconstructions. Further clinical
studies are now necessary to evaluate its interest in the assessment of wall motion abnormalities among
patients. These studies will have to validate methods for 3Dnoisy TACs generation (such as the method
proposed by Vilainet al [29]) and the accuracy of the 3D segmentation of right and left ventricles for
each time sample.
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TABLE 1

TES EF PER PFR
200ms 20% −1.50 EDA.s−1 0.89 EDA.s−1

400ms 20% −0.75 EDA.s−1 0.58 EDA.s−1

600ms 20% −0.71 EDA.s−1 0.75 EDA.s−1

200ms 65% −5.26 EDA.s−1 2.32 EDA.s−1

400ms 65% −2.42 EDA.s−1 1.74 EDA.s−1

600ms 65% −2.10 EDA.s−1 3.39 EDA.s−1
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TABLE 2

200ms,20% H1 H2 H3 M
TES (ms) 48.7±40.9 21.1±25.6 6.9±27.3 15.9±44.2
EF (%) -6.6±2.9 -1.4±3.2 1.14±3.5 0.16±3.7

PER (EDA.s−1) 1.08±0.09 0.57±0.2 0.16±0.32 0.37±0.43
PFR (EDA.s−1) -0.47±0.09 -0.07±0.19 0.30±0.3 -0.06±0.33

400ms,20% H1 H2 H3 M
TES (ms) 32.4±28.2 -1.9∗±37 7.8±57.2 -2.3∗±48.1
EF (%) -1.66±2.2 0.48±3.0 1.82±3.2 0.90±3.2

PER (EDA.s−1) 0.17±0.09 -0.12±0.19 -0.28±0.26 -0.20±0.31
PFR (EDA.s−1) -0.01±0.09 0.09±0.16 0.33±0.25 0.14±0.25

600ms,20% H1 H2 H3 M
TES (ms) -7.0±28.6 7.0±37.6 -6.2±42.9 0.1±42.4
EF (%) -1.94±2.8 -0.27±2.9 2.00±3.2 0.87±3.2

PER (EDA.s−1) 0.15±0.09 0.01±0.18 0.27±0.27 -0.07±0.25
PFR (EDA.s−1) -0.19±0.09 0.03±0.19 0.21±0.24 0.14±0.3
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TABLE 3

200ms,65% H1 H2 H3 M
TES (ms) 81.4±9.9 44.2±6.2 24.2±6.8 15.0±12
EF (%) -16.5±2 -2.5±2.2 0.9±2.3 0.4±3.4

PER (EDA.s−1) 3.74±0.06 2.15±0.14 1.21±0.27 0.48±0.63
PFR (EDA.s−1) -0.80±0.06 0.20∗±0.19 0.23±0.3 0.20∗±0.42

400ms,65% H1 H2 H3 M
TES (ms) 29.5±7.7 -8.6±8.9 0.8±16.6 -6.5±15.7
EF (%) -5.4±1.8 -0.6±2.0 -0.7±2.1 0.5±2.1

PER (EDA.s−1) 0.54±0.06 -0.28±0.16 -0.25±0.29 -0.19±0.37
PFR (EDA.s−1) 0.13±0.06 0.05±0.19 0.25±0.27 0.20±0.39

600ms,65% H1 H2 H3 M
TES (ms) -27.7±8.2 -19.8±7.5 -13.4±8.4 -7.3±11.4
EF (%) -9.5±1.8 -3.5±2.0 -0.24±2.3 -0.05±2.4

PER (EDA.s−1) 0.36±0.06 0.38±0.2 -0.47±0.3 0.3±0.3
PFR (EDA.s−1) -1.65±0.06 -0.73±0.18 0.3±0.3 -0.17±0.39
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