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Abstract

Before one can attach a meaning to a sentence, one must distinguish different ways of parsing
it. When analyzing a language with pregroup grammars, we are thus led to replace the free
pregroup by a free compact strict monoidal category. Since a strict monoidal category is a
2-category with one O-cell, we investigate the free compact 2-category generated by a given
category, and we describe its 2-cells as labeled transition systems. In particular, we obtain a
decision procedure for the equality of 2-cells in the free compact 2-category.

Keywords: compact 2-categories, non-symmetric monoidal categories, normalization, compact bilinear logic,
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1 Introduction

An algebraic notion that has recently been applied in mathematical and computational linguistics
is that of a pregroup [Lambek 99], a partially ordered monoid in which each element a has both a
left adjoint a® and a right adjoint a”, such that
dla—=1—=d'a, aa”" —>1—>d"a,
where the arrow denotes the partial order.
As a first approximation one has recourse to the free pregroup generated by a partially ordered
set of basic types. For example, look at the following English phrases:

men and women

p Ppp’ P P
women whom I liked
00t Pl
p p'pos® mm'ss0
00 0 ¢ — P

pp" po”s'mn’ sy0
il N
Here we have employed the following basic types:
mp  first person subject
7 subject when the person does not matter
so  sentence in the past tense
s sentence when tense does not matter

p plural noun phrase.

We also postulate
So ——=S§, ] —=>T



to determine the partial order among basic types, so that e.g.
ma" —san" —> 1, s'sy —> sfs —>1.

Note that we have assigned to each English word a type, namely a string of simple types of the form
...at a’ a, a”, a’”"--- where a is any basic type. In the above example, men, women, have been

assigned basic types whereas

liked: 7"sq0"

and: p"pp*
whom: p"potlst .

Then

men and (women whom I liked)

ppP" P pepprp olstmym" sy of —p
— L= I
men and women) whom I like
d h I liked
000 0 p

pp” p p'pp’p os'mn" 52 0

il — i
These two derivations have evidently different meanings. This suggests that we should take the
arrow to denote not just derivability, but the actual derivation. In other words, we should adopt
the categorical imperative: replace partially ordered sets by categories. There are two distinct
derivations

pp PP PP P —>p

which might be thought of as morphisms in a certain category, or even, as we shall see, as 2-cells in
a 2-category. Adjoints are usually defined in the 2-category of all (small) categories, but the same
definition works in any 2-category. A 2-category is said to be compact, if every 1-cell has both a left
and a right adjoint.

Our interest thus shifts to compact 2-categories (originally with one 0-cell) generated by a given
partially ordered set. We may as well replace this partially ordered set by a category and we will
ultimately abandon the assumption that there is only one 0-cell. Thus, we aim to study the free
compact 2-category generated by a given category (or a given 2-graph).

Let the reader be reminded that a 2-category with one 0-cell is usually called a strict monoidal
category. To start with, we will construct a compact one, the category of transitions, and show that
it is equivalent to the freely generated compact strict monoidal category. The 2-cells of the category
of transitions are described as what is known in computer science as labeled transition systems.
Horizontal composition models parallelism, vertical composition models temporal composition of
transition systems [Eilenberg]. Our transitions systems are given in normal form, i.e. they have
initial and final, but no intermediary states. Otherwise said, the 2-cells can be generated without
vertical composition. The fact that every 2-cell is equal to a 2-cell in normal form is the categorical
version of what logicians call “cut-elimination”. Our proof of this fact also provides a decision
procedure for the equational theory of compact 2-categories.

2 2-categories recalled
To remind the reader of the concept of a 2-category, let her recall the notion of a natural transfor-

mation ¢t : F'—— G between functors F: M——=Q, G : M—— Q . Here the categories M and Q
are the 0-cells, F' and G the 1-cells and t is a 2-cell. The usual definition of natural transformations



requires the commutativity of the following diagram, where f : A——= B is a given arrow in the
category M:

FA-" . FpB
tA tB
tf
that is the equality
(2.1) tBoFf=GfotA=tf, for f:A—=B, t: F—G,

where o denotes the composition of 2-cells. It is reasonable to denote the diagonal by tf .
Now this equality remains valid if A and B are themselves 1-cells, say functors N ——= M, and
then tf denotes horizontal composition tf : FA —— GB as illustrated by the diagram:

A

Q-—L M N
t f
Q< —M<—"—N

This horizontal composition is to be distinguished from the vertical composition

sot: F-5 G-5H ,
the usual composition of 2-cells. The two compositions are related by the equation

(2.2) (sot)(gof) =sgotf,

Mac Lane’s so-called interchange law [Mac Lane].

Q< ™ 4 N
t f

M N
Qg B
s g

Q M= N

H C

If we identify B with 15 and F' with 1, we see that (2.1) is a special case of (2.2). But (2.2) can
also be deduced from (2.1) and the distributive laws

(2.3) (sot)C =sCotC, F(gof)=FgoFf,

as may be verified by diagram chasing.
As a consequence of (2.1), note that

(24) 1FA:1F1AZIFAOFlA:FlelpA.
Identifying (the 2-cell) 1 with (the 1-cell) F' , (2.4) becomes

(2.5) FAoFA=FA



and, in the case where A is an identity for horizontal composition, F' o F' = F . In the particular
case where f is the identity of the 1-cell A , (2.2) becomes

(2.6) (sot)g=(sot)(gola)=sgotlg=sgotA.
Finally, for F: M — M, G: M —— M, u: F——=1jp;ando: 1y, —=G
(2.7 uo = ou

Indeed, let 1 stand for 11M and 1 for 1pg. Then

ou=(ool)(lou)=o0lolu=oou

M 1 M F M
Pk

M 1 M 1 M
Pl

M a M M

and similarly,
wo=(lowu)(ool)=1looul =oou

M F M 1 M
P b

M 1 M 1 M
Pk

M 1 M G M

using (2.2) and 1f = f = f1.

3 Adjoints in 2-categories

A 1-cell G is said to be a right adjoint of 1-cell F' | or F a left adjoint of G, if there are 2-cells
€: FG——1 and n: 1 — GF such that

GeonG = 1g, eFoFng =1p
G — GFG +— G, F — FGF < F,

or, identifying 1¢ with G |
GegonG =G, eFoFn=F.

As in linguistic applications, it may be useful to call the co-unit of the adjunction ¢ a contraction
and the unit n an expansion and paraphrase the equations above by saying that an expansion is
canceled by a contraction immediately following it.

All the usual properties of adjoints, familiar from the category of (small) categories remain valid
in any 2-category. For example, adjoints are unique up to isomorphism (see e.g. [2]). This implies
in particular that one can choose canonical representatives

G'=F ec:G'G—=1, ng:1—=GG*



such that

Geg ongG = 1g, eaGloGlyg = 1
(3.1)
G — GG'G — @G, G — G'GG* — G

Then G =2 G = G and in the category T(C) described in Section 4, these isomorphisms are
replaced by the equalities

(3.2) G'" =G =G

Note that if H has a left adjoint H¢ with counit e and unit 7 , then GH has a left adjoint H*G*
with counit egy and unit ngy given by

(3.3) EGH = €H © Iflﬁc;f{7 NneH = G’r]HGZ ongG-

Indeed, by (2.1) the diagram below commutes

G'G = 1
nuG'G nH
HH!G'G HH!
HH'¢

and therefore

GHegy onguGH = GHey o GHH e H o GnyG*GH o ngGH
= GHEH o G(HHZSG o GT]HGZG)H o 77(;GH
=GHey oGy oeg)H ongGH
=G(Heg ongH) o (Geg ongG)H
= GH o GH = GH, by (2.5).

Similarly, eqp H'G* 0 H'G'ngy = H'G.
In particular, it follows that we may take

(3.4) (GH)* = H*G" and (GH)" = H"G".
For any 2-cell f: F——=G , one can define a 2-cell f¢: G* —= F* as follows:
(3.5) fl=eqFto G fF o G'np
where on the right hand side, read from right to left, the arrows are
F' — G'GF' — G'FF" — G".

We note that f¢: G* —= F* is the unique 2-cell which makes the following square commute:

G'F i G'G

e =
F'F———1

Indeed, introducing the name generalized contraction for the diagonal €y we show

3.6 € zagoGefZEFOféF
f



as follows:

epof'F =cepo(egF oG fF! o G'np)F
ero(eg 0 GUf)FLF o Ginp P
(eqoGlf) o G Fep o G'npF, by (2.1)
eqoGlf o GY(Fep onpF)
=eqoGifoG'F
=egoGtf.

To show uniqueness, i.e.
(3.7) If g : G* — F’ satisfies e 0o G'f = ep o gF, then g = f*
assume that g satisfies the hypothesis. Then

ff=(eqoG'f)F* o G'np = (epogF)F‘oGyp
=epFtogFF' oGy
=epF'o Ffnpog, by (2.1)
= g.
Similarly, we may define f" : G" —= F" by
(3.8) fr=Fregro F"fG" onprG”

and, on the way to showing uniqueness, check that it satisfies

(3.9) ffGongr = F"fonpr.

It follows that

(3.10) frl=p=g

and

(3.11) fF onp = Gffong =1y,
where the generalized expansion 7y, is introduced as an abbreviation.
(3.12) (gof)f=1rog" (gof) =fog"

For example to prove f = fr¢ : F* —s G" | it suffices to show that epr o F™f7 = eqr o fG"
using (3.7) with f” : G" —— F" instead of f . This can be verified thus

epr o F™f" =¢cpr o F(Fregr o F" fG™ 0 npr-GT)
= (epr o FF"egr) o (FF" f o Fnpr)G", by (2.3)
= (egroeprGG") o (FF" f o Fnpr)G", by (2.1)
=¢egro(eprGo FF" fo Fnpr)G", by (2.3)
= E@gr © (f o é‘FrF o] F?]FT)GT, by (21)
=egro fG", by (3.1).

To see (3.11), use (3.9) with f*: G* —= F* instead of f : F —=G . Finally, we derive (3.12) by a
similar argument.

Equalities (3.1) generalize to
(3.13) HepongF=go fand e, F¥o Hy = (go f)-.
For example,
HejpongF = H(egoGY) o (gGt ong)F
= Hego HG'f o gG'F o ngF
= Heg o gG'G o GG f o ngF
=goecGoGngo f
=go f.
Note that ep = €1, , thus (3.1) is a particular case of (3.13).



4 Transitions

A 2-category is said to be compact, if every 1-cell has both a left and a right adjoint. A 2-category
with only one 0-cell is also called a strict monoidal category. For a given category C , we will
introduce a category T(C) in which the 2-cells are labeled graphs, called transitions, and show that
it is the compact strict monoidal category freely generated by C. As C is to be embedded in the free
category, the objects A, B, .. of C are identified with 1-cells, and the arrows of C with 2-cells such
that composition in C becomes vertical composition in T(C). As there is only one 0-cell, horizontal
composition is defined for arbitrary 1-cells and, in view of (2.1), horizontal composition is also defined
for arbitrary 2-cells. Hence, let

ACD ACD A AM AR L

)

stand for y
A AL AAT AT

The 1-cells of T(C) are strings
I'= Agzl) .. ~A£f"), Zi €, Ai S |C‘ s

where the empty string represents the unit 1. Following pregroup terminology, 1-cells of the form
A ) are called simple types and strings of simple types are called types. Using letters A, B for
simple types, we refer to the integer z such that A = A(*) as the iterator of A and to A as the base
of A. We define

(AP AFY = A AT

APV AT = ATD AP,

In particular
(A = ACTD (AT = AGTY,

It is customary in pregroup grammars to represent contractions of simple types as under-links:
eat APA—=1 Al A,

By analogy, following the practice of linear logicians, we introduce over-links for expansions of simple
types:

na:1l—sAA* AAL.

Representing an arrow s : A —— B of C as a vertical link

A

we generalize this to vertical links
A(2z) B(2z+1)

s(22) §(22+1)
B(2z) A(22+1)
Again, ...75(’2), s(’l), S(O), s(l)7 5(2), ... stands for ..., SM7 s, s s",s"",.... It is convenient to

declare s®) : A®) — > B) if either s: A——=B and zis even or s : B—= A and z is odd. We use
s: A—=B for s : A®®) — = B®) and call arrows of this form simple arrows. Again, we call the



integer z in s = s(*) the iterator of s and the arrow s of C the base of s. If s =s(*) : A—> B, t =
t(*) : B—— C we define
tos = (tos)®) if zis even

= (sot)® if z is odd.

Other convenient meta-notations concerning simple arrows are

Sé _ (S z))l _ S(z 1)
s = (S z))'r _ S(z+1)
lae = (1a)®.

It follows from these definitions that (¢ o s)’ = s’ otf and (tos)” = s" ot" .
he idea is to extend this graphical representation of contractions, expansions and simple arrows
to all 2-cells of the free category, using links labeled by simple arrows.

Horizontal composition can be represented by the juxtaposition of sets of links. For example,
AZ
represents  Afny 1 AL ——= APAACA.
At A A
and
¢
AL A A*
represents 4 A’ 1 APAAYA —— A*

Al
Vertical composition can be represented by connecting vertically graphs and identifying a composite
path with the corresponding link through its endpoints. For example, Ae4 o Ny A = A we must
identify
Al At

Al AAY _

Al Af
For s : B——= A , we represent

eo=cp0As=egostAd: A'B—=1by A’ B

S

and then must define vertical composition such that

A B A* B
s = s* = A" B
A4 B' B
Similarly,

S

ne = sB'onpg = As® oy : 1 —> AB’ is represented by A B .

In the case where the label is 14 : A——= A |, we omit it in the graphical representation.

Prompted by the motivation above, we 1ntroduce the formal notion of a transition between strings
of simple types as a special kind of graph. For the category theorist, a graph consists of two sets,
the set of nodes N and the set of arrows A, and two functions, called domain and codomain, from A



to N. Graph theorists usually consider a special case of this, the so-called directed graph, where for
each pair of nodes (m,n) there is at most one arrow of domain m and codomain n , i.e. the set of
arrows identifies with a binary relation on the set of nodes. Besides directed graphs, they consider
non-directed graphs that is to say symmetric relations, where (m,n) and (n, m) are identified as the
edge between m and n, denoted {m,n}. It is the latter version we use in the following. In fact, we
will consider labeled non-directed graphs where a map assigns to each node and each edge a label.

Definition 1: Given strings of simple types ' = C1---C,,,, A = Dy --- D, a transition f : [ —=A
is a labeled finite non-directed graph. The nodes of f have the form (0,4) or (1, %) where C; is the
label of (0,7) and Dy, the label of (1,k), 1 <i <m, 1 <k < n. We will refer to (0,7) as the “position
¢ in the domain” of the transition and to (1,%) as the “position k in the codomain”. If ¢ and k are
positions either both in the domain or both in the codomain, ¢ < k refers to the order of natural
numbers. The edges, called links here, are divided into vertical and horizontal links, the latter
being divided into over-links and under-links. The words “vertical”, “horizontal” etc. anticipate the
graphical representation. The following must hold:

1. A wertical link consists of a position ¢ in the domain and a position k£ in the codomain. Its
label is a simple arrow s : C; —= Dy, .

2. An under-link consists of two positions i and k in the domain. If i < k, its label is a simple
arrow s : Cf, —=C7.

3. An ower-link consists of two positions ¢ and k in the codomain. If ¢ < k, its label is a simple
arrow s : D} — D).

Moreover,
4. each node is endpoint of exactly one link and every link has two distinct endpoints,

5. if {(0,4), (1, %)} and {(0,4), (1,1)} are vertical links and ¢ < j in the domain, then k < [ in the
codomain.

6. if {(0,1), (0, k)} is an under-link and j is a position in the domain such that ¢ < j < k , then j
belongs to an under-link {(0, 5), (0,1)} such that ¢ < I < k. The same holds with “under-link”
replaced by “over-link” and “domain” by “codomain”.

We will represent the transition f : I' —= A geometrically by a planar graph, the domain
I' = C;...C,, on the top, the codomain A = Dy ...D, at the bottom, letting the simple types
stand for their occurrences, drawing the three kinds of links as their names indicate:

Cr...C;...Cp

Di...Dy...D,

Conditions 5) and 6) then ensure that links do not cross. If the label of a link is an identity 14 we
may replace it by A or omit it altogether in the graphical representation.

Examples of transitions are the empty graph, denoted 1 : 1——=1 , of empty domain and of empty
codomain
or fors: A—=B

A

¢
BT of domain A¢ B and of empty codomain, ultimately to be denoted
€s: B*A—=1,
orfort:C——=D



t
., of empty domain and of codomain D C*, ultimately to be denoted

DC
ne : 1 —=DC*.

t
—

This denotation anticipates the fact that A® B will represent a generalized contraction and D C* a

S
generalized expansion in the compact 2-category of transitions, as shown below. Similarly, a single
vertical link

A

B

is a transition of domain A and of codomain B.

To simplify notation, we use s : A —— B both to indicate the simple arrow and the simple
transition with domain A and codomain B , consisting of a unique vertical link labeled s. A
somewhat more involved example is

A Cto“BYA'B C At

i

t T
S

D B ¢ Bt

where s : C——= B, r: B——= A, t: A——= D and the missing labels are identities. Note that
according to our notation, s : C — B implies s : B —= C* = C*" and therefore s’ is a correct
label for a link under positions 5 and 6 in the domain above.

There is an alternative description of the labels in a transition:

By definition, the label s = s(*) of a vertical link between position i in the domain and position
k in the codomain, is a simple arrow s : C; —— D), and therefore the iterator of both C; and Dy
is z. This says that the basic arrow s points downward, i.e. from the domain to the codomain, if z
is even, and upward if z is odd. The label s = s(*) of an under-link “points” from right to left, i.e.
5:Cp,—C7 if i < k in the domain. Hence z is also the iterator of Cj and z — 1 the iterator of Cj,
ie. C; =BE"Y and €, = A®) and either s: A—=B if z is even, or s : B—— A if z is odd. This
means that in under-links, the base arrow s is directed from the position with the even iterator to
the position with the odd iterator.

Similarly, the label s of an over-link between positions k and 4 in the codomain “points” again
from right to left, i.e. s: D ——=D; for ¢« < k. This time the iterator z of s coincides with that of
D; whereas the iterator of Dy is z — 1, i.e. D; = B®) and D, = A®~1 and either s: A —=B if z
is even, or s : B——= A if z is odd. Hence in over-links, the base arrow s is directed from the base
with the odd iterator to the base with the even iterator.

Consider for example the transitions and their base graphs

E“A’ EtA~

a
T q r
s

V;\

Al BC D A*B- C* D-—
AM BZ CN DZ A+ B~ C+ D
t L A

t

At AT C~

10



where
r:EY —s Ay U rE—sA

I
-

qg: Al —=D¢, ¢g=q’, q:D—=A and
s: Ct—= B¢, s =st, s:B——=C
w:Bf—=Cf u=u’, u:C—=B

t:Df—=¢Ct, t=t!Y, t:C—=D -
In the right hand graph we replaced the links by the basic arrows, the even iterators by + and the
odd iterators by —.

We define horizontal composition of transitions as juxtaposition. For example, if s : C —= B
andt: A—=D

BB D' A DA B'B BB
t t
EBEt = EtEB = EBMNs =
B C*
or
AB'B A B'B
Nstep = t tnsep = ¢
BC'D D BC*

The examples above are constructed from one-link transitions by horizontal composition, but not
all transitions can be obtained thus. Counter-examples are

t
B BB D' A C B D At ¢t.

\ t |

S

In fact, they are obtained by what we call nesting. We can perform it on transitions consisting either
of under-links only or of over-links only:

Let s : A——= B be a simple arrow.

£s(g) : B'TA—-=1 is obtained from g : '—=1 by adding a new under-link from B to A labeled
s and

ns(h) : 1—=BAA* is obtained from h : 1—=A by adding a new over-link from B to A* labeled

With this definition, the examples above can be written as

ns(1) =B C* =, e(1) = D' A=c¢,
t
and .
T
esleper) =B B' B D' A A ns(n:(1)) = B D A" A",

\ t |

fors:C——=B, t:A——=D.
There is an obvious candidate for vertical composition, as we have seen by the examples at the
beginning of the section, namely vertical connection of transitions where every maximal path'® is

L(i.e. a path which has no proper extension)

11



replaced by the link through its endpoints. These paths can get quite involved as illustrated by the
following example. Connect

A
A |
[ — [ — [ —
AAZ AM Aé AM AM@ AM AEM AM Al AM AZA
to

AAE AM AZ AM AK@Z AM AM@ AK@ AZ AM AKA

g -

A

The connected graph

g; f — A AZ AM AE AZZ Aéll AM AZZZ Aél AE AM AZ A

A

has a unique maximal path with both endpoints labeled A, one in the domain and the other one in
the codomain

A
gof =
A

Note that the labels of successive links in a connected graph cannot be composed in general: Starting
from the right hand upper corner, the labels of the first successive links are : 14 for the vertical link
of f, 14 for the longest under-link of g, 14¢ = (14)*, over-link of f starting in the second position
of the string, 140 = (14)% etc. However, the base arrows of these links can be composed. Here and
below, when we say the “iterator of a position” or “the base of a position”, we mean the iterator or
the base of the simple type which is the label of the position, and similarly for links.

We form the connection g; f of f: T ——=A with g : A——=A at A as the union of g with f after
having renamed the nodes in the codomain of g from (1,%) to (2,%) and those in the domain of g
from (0,4¢) to (1,i). Note that a maximal path in g; f has its endpoints necessarily in the domain
of f or the codomain of g. We orient a maximal path as follows: A vertical path, i.e. with one
endpoint in the domain of f and the other one in the codomain of g, is directed from the top (the
domain of f) to the bottom (the codomain of g) if the iterator of the endpoint in the domain of f
is even, otherwise it is directed from the bottom to the top. If both end-points are in the domain
of f the path starts at the endpoint with the even iterator. If both end-points are in the codomain
of g , it starts at the endpoint with the odd iterator. We assign a label to each path in g; f as the
simple arrow whose base is obtained by composing the base arrows of the successive links beginning
at the starting point of the path. The iterator of the label of a vertical path is that of the starting
position. If a path has both endpoints in the domain of f the iterator of its label is that of its
rightmost endpoint. If it has both endpoints in the codomain of g the iterator of its label is that of
its leftmost endpoint.

To define the wvertical composition go f : I'——=Aof f :T'——=A and g : A—— A we connect f
with g at A to obtain g; f. The links of g o f are obtained by replacing each maximal path of g; f

12



by a single link through its endpoints. The label of the link consists of the base and the iterator of
the replaced path.

To motivate the definition of the label, recall our alternative description of the labels of links.
It then becomes obvious that the basic arrows along a path can be composed as indicated. For
example, the connected graph

q q

] Nl

Af AN G122 ) 12 A- + ¢ Dt

yields the base graph A
t t

Al BY A- B+
where

s:Df—= Af, s =st, s:A——D

t:C* —=BY t=t¥% t:C—B
q:DMHCAM’ q:qM’ q:DHC
In this case the label is (Ig oqotoso14)¢ which is indeed a simple arrow (qotos)’: B —= Af,
corresponding to the transition
(qotos)*

A‘BY .

In the next lemma we show that in general the composite of the base arrows with the chosen iterator
is an appropriate label for the link replacing the path.

Lemma: (Combing)
Let f:I'—A and g : A —— A be transitions, ' = A;--- A,, A=By---Bp,, A=C1---C,.
Then g o f is a transition of domain I" and codomain A.

Proof: Use induction on the length m of the intermediary string A. If m = 0, then A is empty, f
has only under-links, g only over-links. Hence all paths in g; f have length 1 and go f =g; f = gf.
For the induction step, assume that A is non-empty and that the property holds for all transitions
f/:T—=A’and ¢’ : A’ ——= A connected at an intermediary A’ shorter than A. Note that every
path of length at least 2 goes through a position in A . In the following argument, we choose a
section of a path through such a position consisting of two or three consecutive links. This section
will be called a strand and be replaced by a single link, with the same endpoints. There are eight
different strands to be considered:

Case 1: Suppose there is a position j in A such that both f and g have a vertical link through j.
Let s : A; — B; and t : B; — C}; be the corresponding labels. Then f = fisfs and g = gitge
where f; : I'; —=A;, g; : A, ——=A; for i = 1,2 . By induction hypothesis, g;o f; : [, —=A; is a
transition, for ¢ = 1,2 and therefore

gof={(g10f1)(tos)(gz20 fa).

(Strand 1)
'=ry A4, Iy '=ry A4, Iy
A= Al BJ AQ replaced by tos
t
A=A Ci Ay A=A Ci Ay
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Case 2: (Strand 2.1) to (Strand 2.6)

If A does not have such a position, assume first that ¢ has at least one under-link. Then there is a
position j in A such that j and j+1 form an under-link of g. Let A’ be obtained from A by omitting
B;Bji1 and ¢’ from g by omitting the under-link through j and j 4+ 1. Clearly, ¢’ is a transition
from A’ to A . Next, consider the links determined by the positions j and j + 1 in the codomain of
fysay i{(v,1),(1,7)} and {(1,5 4+ 1), (3, %)}, where v,d € {0,1}. Note that two consecutive positions
4, j+1in A cannot simultaneously form an over-link of f and an under-link of g. Indeed, the
former would imply that the iterator of B; is greater than the iterator of Bj;; , whereas the latter
would imply the contrary. Hence, i and k are both different from j and from j + 1. We obtain
f' from f by omitting the two links {(v,%),(1,7)} and {(1,5+ 1), (d,k)} and adding the new link
{(v,1%), (8, k)}. For each strand, we verify that the labels (or their adjoints) of the three consecutive
links can be composed, providing thus the label for {(v,1), (0, k)}. Then the maximal paths of g; f
identify with the maximal paths of ¢’; f’. Hence by definition, go f = ¢’ o f’. The property follows
then by induction hypothesis.

The under-link from B; to Bj41 being fixed in the next 6 cases, let ¢ : Bj11 — B} be its label.

Case 2.1: Both positions i and k are in the domain of f.

As links do not cross, we have ¢ < k. Let ¢ : A;— B; and s : Ay, — B,11 be the labels of
the corresponding vertical links. According to the notations introduced earlier, ¢" : Bf — A and
therefore ¢" ot o s is defined and is a simple arrow ¢" otos: Ay — Al.

(Strand 2.1)

A; Ag
q s AfL ce Ak
replaced by
Bj Bj+1 q"otos
I

t

Note that the positions between i and %k in the domain must be linked by under-links of f , defining
thus a subtransition f3 of codomain 1 of f . Therefore f = fit’f3sfo. Replacing the two vertical
links {(0,14), (1,7)} and {(0,%), (1,7 + 1)} by a single under-link {(0,%), (0, %)} and leaving the other
links of f unchanged we obtain a transition f’ from I" to A'.

Case 2.2: Position i is in the domain, position k in the codomain of f.

As links do not cross, j + 1 < k. The label of the vertical link is a simple arrow ¢ : A; — B;
and the label of the over-link is a simple arrow s : B — B;;1. Then st BjJrl(g —— B}, and
t*: Bj— Bf, | and therefore s* o t* 0 ¢ : A; — By. Hence

(Strand 2.2)

A; 4
q s £ 1l
———  replaced by \s ot’oq
B;jBjt1... By
... By

t
Case 2.3: Position i is in the codomain, position & in the domain of f.
As links do not cross, ¢ < j. Then ¢: Bf —=B;, s: Ay —>Bj;1 and gqotos: Ay —B;.
(Strand 2.3)
Ay

Ay
% ’ replaced by /qotos
Bi e BJ Bj+1 B

t
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Case 2.4: Both positions ¢ and k are in the codomain of f.

Case 2.4.1: i<jand j+1<k

Let ¢ be the label of the over-link between ¢ and j, s the label of the over-link between j + 1 and
k. Then q : BJT — B;, s: Bj, — Bj;1 and therefore gotos: B," — B;.

(Strand 2.4.1)
q s
[ 1 [ 1 qotos
B; ... BjBjy1 ...B, replaced by
i By,
¢

Note that the positions between ¢ and j are linked by over-links in f and ditto for the positions
between j + 1 and k. Hence f’ is again a transition from I' to A’.

Case 2.4.2: j<iand j+1<k.

As links do not cross, it follows that & < i. The label of the over-link between ¢ and j is a
simple arrow q : B — B;. The label of the over-link between j + 1 and k is a simple arrow
s: B — B4, therefore st B§+1 — > By.. Hence sfotfo q: B — DBy.

(Strand 2.4.2)

s szotzoq
replaced by
B;Bji1...By ... B; ... B, ...B;

E—
t

Case 2.4.3: i<jand k< j+1.
As labels we have ¢ : B;‘>Bi and s : BJT._H —— By,.. Hence sot"oq" : B;" —= B,

(Strand 2.4.3)

q sot"oq"
replaced by
[

t

Case 3: There remains the case where g has no under-links. As we are in the case where no position
in A belongs both to a vertical link in g and to a vertical link in f, the latter must have over-links.
Hence there is a position j in the codomain of f linked to j 4+ 1 in f. Let ¢ and k be the positions
in the codomain of g such that ¢ is linked to 7 and 7+ 1 to k£ in g. As links do not cross, i < k.
Then the labels of these links satisfy s : Bf,; —=B;, ¢t : Bj —>C;, u: Bjy1 — C}. Therefore
u" O — J and tosou” : Cf —=Cj.

(Strand 3)
—
Bj Bj+1 tosou”
replaced by
C; ... Cg

This completes the proof.

Note that the vertical composition of two transitions can be computed in time proportional to
the number of links in the transitions. Indeed, it suffices to follow a maximal path exactly once,
computing the label on the way as indicated in the definition.

Proposition: T'(C) is a compact strict monoidal category.

Proof: Vertical composition is clearly associative, the identity 14, 4, : A1... A, —=A;... A,
consists of the obvious vertical links through corresponding simple types. The label of the link
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connecting position ¢ in the domain to position ¢ in the codomain is the identity of the simple type
A; . Recall that T' is identified with 1. Then the equality (2.1)

gAoAf=0fogl' =gf, for f: T —=A, g: A—=0

is straightforward.
Compactness follows, if

AEAOT]AAZAaHd €AAZOAZ77A :AZ

holds. By (3.3), it is enough to verify this for all simple types A, namely that

At Al A A
ﬁ ﬁ
AL A AY  combs to and A A% A combs to
L L
Al At A A

The Combing Lemma is the categorical version of cut-elimination in compact bilinear logic,
established in [Buszkowski]. Indeed, the categorical equality defines an equivalence relation on
proofs such that transitions are cut-free representatives of equivalence classes. Besides providing
a graphical representation of cut-free proofs, the categorical result tells us more: not only can we
derive from f :I'——=A and g : A——= A the existence of a cut-free h : I'——= A, but also show that
this new h : ' ——= A is equivalent to g; f .

Justifying notation:

We have introduced s* = (s(*))¢ = s(>=1) 5" = (s(2))" = s(*+1) for simple arrows as a convenient
notation in the meta-language. Now we can show that they indeed denote the left respectively right
adjoint in the compact 2-category of transitions, for example we show that s* = eg Ao B¢sAfo B 4:

BZ

Bf Bt Bf
Bé A 0 st

—
s — Bl A l — AE — §°
L

B B At : Lat

L

Al At At

Al
where, from left to right, we made the replacements (Strand 2.1), (Strand 2.2) and (Strand 1).

Similarly, “nesting” can now be described in the language of compact 2-categories. One verifies
easily that for transitions g : I'——=1 and h: 1 —= A and simple s : A——= B,

£s(g9) = €50 B°gA : B'TA——=1 and 14(h) = BhA® o1, : 1 —> BAA*

For example,
B‘B* B D' A A

t
\ / combs to B BB D' A A
t

Bt A ‘

S
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Theorem: T'(C) is the free compact strict monoidal category generated by C.
Sketch of proof: (For a complete proof see the Appendix below.)

A functor ® : C——=U (M) into the underlying category of another compact strict monoidal category
C, can be extended to a strict monoidal functor ® : T(C) —= M as follows:

First we define ® in the obvious way on simple types and simple arrows and, writing A for ®(A)
and s for ®(s) , we define ® for generalized contractions and expansions as

B(es) =& = &5
Q(ns) =75 = s

Then, we extend ® inductively to all transitions by making it commute with horizontal composition
and nesting:

f
(f) = )
ns(g) =Bg A ons, s: A— B simple.

m
)
I
&
o I

By construction, ® preserves horizontal composition, ¢ and 7. As uniqueness is obvious, it only
remains to show that ® preserves vertical composition. To do this, we follow the Combing Lemma.
For the induction step, we prove Case 1 thus

gof =(g10f1)(tos)(gz20f2)
(910 /1) (tos) (g20 f2)

=(g10 f1){to5)(g20 f2)

= Gitgz o [15[2

=gof

In the other cases we use the intermediary transitions ¢’ and f’ for which go f = ¢’ o f’ and therefore
also go f = g’ o f’. As by induction hypothesis ¢’ o f/ = ¢’o f’, it remains to show that go f = ¢g’o f’.
This requires some care as we must express the seven definitions of ¢’ and f” of the Combing Lemma
in the language of T'(C). Instead of carrying out the details of this program for all seven cases,
a different proof will be presented in the Appendix, relating transitions to derivations in the free
pregroup.

This theorem provides a decision procedure for the equational theory of strict compact monoidal
categories given by the axioms of strict monoidal categories together with 3.1 to 3.4. The procedure
applies then also to any definitially equivalent theory such as that of compact non-symmetric star-
autonomous categories where the unit of the tensor product is a dualizing object, [Barr]. Indeed, to
decide whether f = g can be derived, interpret both terms in the category of transitions.

5 The free strict compact 2-category generated by a given
2-graph

We can modify the above construction to the compact 2-category freely generated from a given
2-graph. To simplify matters, we will assume that the 2-cells of the 2-graph form a category.

A

Q M
t Q-— A ™M
Q M = tos
s Q BM
Q CM
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Then the construction is the same as above. However, if A : M ——= N is a 1-cell and z € Z , we
have to require that the simple type A(*) is 1-cell such that

A®) M —=N, if z is even
A®) N—=M, if z is odd.
() AG

Types are now paths, i.e. A must satisfy

AP N, — >Ny, 1<i<n-—1.

Then the 1-cells of the free compact 2-category are the types and the 2-cells are the transitions
between types.

As a particular case, let C consist of two 0-cells, M and N | a 1-cell F : M——=N and the identity
of F as the unique 2-cells. Let G = F" and only consider transitions with domain and codomain of
the form GFG ...FG where FG is repeated n times, n > 0. Then the only possible under-links are
between neighboring FG in the domain and the only possible over-links between neighboring GF
in the codomain. Hence the first position in the domain always belongs to a vertical link. When
connecting two such transitions, say

G F G FG G F G F G
L (I B I

G G F GF G = )
K@ L
G

Strands 2.4.2 and 2.4.3 do not occur. More generally, there is no nesting. These graphs are considered

in [Dosen 02] under the name of friezes. The connection between a free adjoint functor pair and

cut-elimination is investigated in [Dosen 99]. In compact 2-categories the infinite number of adjoints

requires more involved graphs for the computation of composition, like the spiral in Example 1. The

1-cells involving F and F" only are so-called “linear” types, see [Degeilh-Preller|, where it has been

shown that there is at most one transition between two given types. In particular, linear types do

not capture differences in meaning for which the presence of both right and left adjoint is required.

Linguistic applications call for right and left iterated adjoints, e.g. to describe the Chomskyan trace,
see [Lambek 99].

One may wish to generalize the present results to bicategories, using the notions of adjunctions
on bicategories (see e.g. [Lambek 04]), but we will refrain from doing so here. The special case of
compact symmetric monoidal categories has been treated in a classical paper by [Kelly - Laplazal.
They did not actually construct the free such category, instead they established the important result
that equations between morphisms in the language of such categories follow from the axioms if and

only if they hold, up to isomorphism, for the graphs. In the situation we have discussed here, the
graphs have to be equal.

G

6 Conclusion

We have described the 2-cells of T(C), the free compact monoidal 2-category generated by C as
labeled transition systems. These transition systems draw their labels from C and are closed under
parallel and sequential composition. In the case where C is itself freely generated by a labeled graph,
the edges of this graph stand for non-logical axioms or “information”. Both left and right adjoint
provide a mechanism for storing this information. It follows from the above that equality in TC)
is decidable, if the equality of arrows in C is. This is in particular the case, if C is freely generated
by a labeled graph. The reductions constructed when analyzing syntax with a pregroup grammar
are particular transitions. As different reductions give rise to different semantical interpretations,
transitions are an indispensable step from pregroup grammars to discourse representation.
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7 Appendix (by Anne Preller)

To prove that T(C) is the free compact strict monoidal category, we define the extension @ :
T(C) —= M of the functor ® from C to a compact strict monoidal category M as indicated in
the outline of the proof in Section 4. First we check that ® is well defined. The other property left
to be shown is that ® commutes with vertical composition. The proof outlined in Section 4 is based
on the idea that the Combing Lemma can be expressed in purely categorical terms. Though the
equalities corresponding to the eight cases of the Combing Lemma can be shown to hold in M, the
proof below follows a different line: it relates transitions directly to the derivations in free pregroups
defined in [Lambek 99].

We remarked in Section 4 that an arbitrary transition can be obtained from single links by
the graphical operations of juxtaposition and nesting. To express these operations in categorical
language, we distinguish the horizontal normal forms among the expressions of the language of
compact strict monoidal categories with constants in C .

Definition 1 (Horizontal normal form)

Every simple arrow s : A— B, every generalized contraction e, : B*A——>1 and every generalized
expansion 7, : 1 — BA’ is a horizontal normal form.

An arbitrary horizontal normal form is obtained from them by the following rules

f:I'——= A normal g : © —— A normal
fg: T®—= AA normal

(Horizontal composition)

f:T'——=1normal s : A—— B simple
esoBlfA: BTA——>1 normal

(Nesting Contraction)

f:1—=Anormal s : A——= B simple
ns o BfAf : 1——= BAA! normal

(Nesting Expansion)
where the Horizontal Composition rule does not apply to u: I'——=1and o: 1 —=A.

Note that the Horizontal Composition rule applies to 0 : 1 —= A and u : ' ——=1. The order
u:I'——1and o:1——A is excluded because uo = ou holds in all 2-categories by (2.7). Thus,
only ou is a normal expression. This, together with the fact that 1 is not a normal expression, makes
it possible to assert the uniqueness of horizontal normal forms:

Lemma 1 (Horizontal normal form)

Every non empty transition f: Ay ... A,,—= By ... B, can be expressed in horizontal normal form,
which is unique up to associativity of horizontal composition.

Proof: Use induction on the number of links in f. At least one of n or m is greater than 0. First,
assume that m > 0. Distinguish two cases:

1. The last position m of I' is linked to a position k£ in the codomain A with label s .

Al s Am—l Am
/
By...Bx—1 By Bgs1...By
Then the other links of f can be divided into those with no endpoint to the right of k and those

with both endpoints to the right of k. The former set of links defines a transition g : Ay ... A1
— By ... By_1, and the latter a transition A : 1 —— Bjy1 ... B, such that f = gsh.
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2. The last position m in the domain is linked to a position k£ < m in the domain.
Ay A 1 Ak A,
S
B;y...B,.
Let g consist of the links of f with endpoints in the codomain or to the left of k£ in the domain,

and let h consist of the links with both endpoints in the domain strictly between k and m.
Then g: Ay...Ayp—1—>B1... By, h: Ags1... A1 —>1 and f = ges(h)

Else, suppose m = 0 and n > 0. Now consider the link through the last position n in the codomain.
Let t be its label. The other endpoint of this link is a position j < n in the codomain:

t
Bi...Bj_1B;...B,.

Then the links which have both endpoints to the left of j form a transition g : 1 —=B; ... Bj_1
and the links with both endpoints between j and n form a transition h : 1 —= B4 ... B,,—1 such

that f = gn.(h).

From the existence of a unique normal form for a transition, it follows at once that the canonical

extension ® is well defined. We recall the definition using ( ) instead of ® :

(I) A® = ®(A), A object of C

s(0) = ®(s), s arrow of C

(I A+ T = A A1) = AC" for 0<n

g(n+1) — S(n)' , s(=n—-1) — s,(—n)é7 for0<n

(IV) Es = €3
Ns =15
es(f) :Sgoﬁefzié‘g(f), f:I'——=1, s: A——> B simple

By definition, ® preserves horizontal composition and the identities. If the left and right adjoints of
1-cells are part of the signature of M, ® preserves left and right adjoints only up to isomorphism in
general. For example, we may only have (GH)! =~ H’G’ in M. However, as only the existence of
left and right adjoints of 1-cells is assumed in the definition in Section 3, a functor of 2-categories
which preserves left and right adjoint up to isomorphism may still be correctly called a functor of
compact 2-categories.

Finally, we must show that ® commutes with vertical composition. This is easily verified if the
composed transitions are simple arrows or if one of them is an identity. In the general case, the idea
is to prove the property for transitions that consist essentially of just one link, the so-called single
step transitions, and to show that an arbitrary transition is equal to a vertical composition of single
steps.

Definition 3 (Single step)
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A single step is a 2-cell of one of the following forms

I'sA:TAA ——=TBA (Induced step)
PesA:TBAA —=TA (Generalized contraction step)
I'nsA:TA—=TBA‘A (Generalized expansion step)

where s : A——> B is a simple arrow.

This definition uses categorical language only, hence replacing s by 5, we may say that the canonical
map preserves single steps, i.e. I'sA = I'sA | T'e,A = T'egzA and I'nsA = T'psA. Single steps
generate all transitions, as follows from Lemma 1 and the following Lemma 2:

Lemma 2 (Vertical decomposition of horizontal normal forms)

Every horizontal normal form f: A; ... A,——=Bi ... B,, can be expressed as a vertical composition

of single steps f = fio...0 f, such that f = fi0...0 fy.

The proof of Lemma 2 is straightforward by induction on the derivation of the horizontal normal
form of f. The distributivity laws (2.3) intervene if one of the nesting rules was applied. If the
horizontal composition rule was applied, the argument is as follows:

For h:T'——=0 and g : A——= A, the equalities

g0 o Ah =gh=Ahogl

AT AT AT
A h g r
A© = g| |hn = AT
g (C] A h
A O A O A O

hold in a an arbitrary 2-category by (2.1), therefore

Hence,

and similarly, o
Ahogl = Ahogl .

In particular, if h and g are single steps, then Ah, gI', g© and Ah are again single steps. We call Ah
and gI" respectively g© and Ah disjoint, because the essential links can not interact. This operation,
which switches two disjoint single steps, has given the Switching Lemma of [Lambek 99] its name.

In general, however, Lemma 2 is not sufficient to show that g o f = gof , because go f is in general
not in horizontal normal form. All we can conclude form this is that go f =¢1...0g,00f1... fin
and that o f = g1...0G, 0 f1 ... fm . Our next task is to associate to a vertical composition of
single steps f1 o...o f, a normal form f such that

ﬁo...ofi
fio...ofy,

I
=

and therefore o o
fio...ofp=fio...0 fn.

The other operations introduced in the Switching Lemma imply this equality for n = 2 by replacing
two successive single steps by one single step. We recall them as Operations (1) to (4) below and
prove that the replaced steps are equal to the replacing step.
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(Switching Operations)
(0) Switch two disjoint steps.

fiofix1=fixr0f; and fio fiy1= fio fiq1-

In Operations (1) to (4) below, the two replaced steps are non-disjoint:
(1) Replace two induced steps by a single induced step.

FAA TAA

TtAoTsA =T(tos)A I'BA = tos
t

I'CA TCA

As the equality is an instance of the distributive laws in 2-categories, we also have

TtAoTs5A=T(tos)A=T1tosA.
(2) Replace a generalized expansion followed by a generalized contraction by an induced step.

(2a) The generalized contraction is on the left:

I AYA I A‘A
//%
e, C*A o TA A = I(to S)ZA rat B C*A = (tos)*
N/
t
rctA r c¢‘A

where t : B—— A and s : C —— B. The equalities

£,C% 0 Aln, = (e4 0 AX)C? 0 AY(sC* o nc)
=£40% 0 A'C* 0 A'sC* 0 Al
=400 At 0 5)C* 0 Alne
= (tos)’, by (3.5)

and
Te;C*AoT A A =T(e,0% 0 A'n)A =T(tos)'A

hold in arbitrary 2-categories. Recall that the canonical map commutes with vertical composition
of simple arrows and the adjoints of simple arrows

(tos)t = (fo?)é.

Hence

Te,CTAoTAMA =
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(2b) The generalised contraction is on the right:

I BA I' BA
Jo\
ﬁ
I'DeyAoT'ngBA =T(qot)A D A® BA = got
\\;J/
t
I' DA I' DA

The proof is similar, using an instance of (3.13)

DeiongB =qot.

(3) Replace an induced step followed by a generalized contraction by a generalized contraction.

(3a) The essential link of the induced step is on the right

At CA rA® CA
L1

tos
TesA o TALSA = Tepos A 4 BA =

T/

S

wheret: B——=A |, s:C—=1B.
Indeed,
croAls=cp0A% 0 Als=¢y OAZ(tos) = Etos)

and
e, AoTA A =T(g, 0 A%)A = Dego A

hold in all compact 2-categories, hence
2,8 o TATSA — Tey, A

(3b) The essential link of the induced step is on the left.

(4) Replace a generalized expansion and a following induced step by a generalized expansion.
(4a) The essential link of the induced step is on the right.
(4b) The essential link of the induced step is on the left.

The proofs of Cases (3b), (4a) and (4b) are left to the reader.

There are four cases which are not included in the switching operations, namely the cases where
the two consecutive single steps f; o f; 11 are either both generalized contractions or both generalized
expansions or where an induced step is preceded by a generalized contraction or followed by a
generalized expansion. For them also there is an intermediary transition f such that

fiofiyr =Ff

fiofir =1f

However, in opposition to the cases of the switching operations (1) to (4), f is not a single step but
a horizontal normal form. We will prove this for a vertical composition of arbitrary length, provided
the single steps are all of the same kind. The import of this property is explained by the fact that
the Switching Lemma in [Lambek 99] preserves equality.
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Lemma 3 (Switching)

Every vertical composition of single steps can be rewritten as a vertical composition of single steps

fio...ofa=(ho...ohg)o(vio...ovn)o(g10...00)

such that the g;’s are generalized contractions, the v;’s induced steps and the h;’s generalized ex-
pansions. Moreover,

fio...ofu=(h1o...ohg)o(Dio...0T,)0(gro...0F).
Proof: Omit the induced steps which are identities and use the switching operations (0) to (4).

The horizontal normal forms corresponding to a vertical composition of single steps which are all of
the same kind are described thus:

Definition 3
A normal contraction step is a horizontal composition

u031 ce um_leum : A()Bl [N Am—leAm 4>Bl .o Bm
where uy : Ay ——=1 is 1 or a horizontal normal form, for 0 < k < m.
An normal expansion step is a horizontal composition
0001 . .Om_lcmom : Cl ‘e Om 4>F001 NN Fm_lCmI‘m
where oy : 1 ——=T; is 1 or a horizontal normal form, 0 < k < m.
A normal vertical step is a horizontal composition
S1...8n Ble‘>C’10m

where s : B —— C}, is a simple arrow.
We remark that these normal steps generalize the single steps and are horizontal normal forms.

Lemma 4
Every vertical composition of generalized contractions gy o...0g,: A1 ... A, —= B ... B;, can be
rewritten as a normal contraction step ugB; ... U —1Bmy, such that

g10...009, =uoB1 ... upm—1Bpup

and

§10...0G, =g Bi...Um_1 Bm Um.
Moreover,
g10...0Ggp =91 0...0G,.
Proof: Use induction on the length p of the vertical decomposition. Note that
g1 = B1 N Bj{':tBj+1 N Bm
where ¢4 : A; A, —1 for some 1 < i < k < n. By induction hypothesis,

g20...0g, = f'Ajudif",

where u : A; 11 ... Ay_1 —>1 is the identity 1 or in normal form and f': A;... A;_1—DBi...B;
and f”: Agy1... Ay —> Bjy1... By, are normal contraction steps. Hence

gi1ogao...og, = (Bi...BjeBji1...By)o (f'AuArf")
= f'(er o (Ajudy))f” by 2.2
= fle(u)f".
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Recall that f/ = UO/B1 SN Uj_l/BjUj/ and f” = UO,/Bj+1 N Bmum_j” and define
w=u',for0<I<j—1
uj = u;'e(w)uo”
w =u—;", for j+1<1<m.

As the equalities above hold in all 2-categories, the rest of the assertion follows.

Lemma 5
Every vertical composition of generalized expansions hyo...0hy : Cy...Cy, —D; ... Dy, can be
rewritten as a normal expansion step 09D ... 0p,_1D,,0,, such that

hio...ohg=00D1...0m—1Dnop

and

hl c...0 hq = OioDl ce 0m—1D7n0m~

Moreover,

hlo...th:Elo...ohq.

Proof: Similar to the case of generalised contractions.

Lemma 6
Ifvio...0v,:By...B, —=C7...C, is a vertical composition of induced steps, then r = m and
there is a normal vertical step si...s,, such that

V10...00, =81...8, and ©0{0...0T, =51...5n.
Moreover,
V10...0U, =0U10...07,.
Proof : First, we remark that the domain and codomain of an induced step are strings of the same

length and therefore » = m. Now we proceed by induction on n, using the switching operation (0)
and the distributive laws (2.3)

Lemma 7: The canonical extension ( ) preserves vertical composition.

Proof: By Lemmas 1 and 2 each of g and f separately can be written as a vertical composition of
single steps and therefore

gof=fio...of,
respectively

go?:Eo...oﬁ.
Then by Lemmas 3, 4, 5 and 6, this vertical composition is equal to

fio...of,=00C1...Cp0m © S1...8y, © ugBy...Bpum

respectively

fio...0 fn, = 00UpS1 ... SmOmUm
respectively o o
Jfio...0 fr =00 UgST ... S 0m Un.
By definition, the canonical extension commutes with horizontal composition, hence
fio...ofu=1Ffio...0f,.
and thus

gof=gof.
This completes the proof of the Theorem in Section 4.
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