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Abstract

Modern digital technology has made it possible to manipulate multi-dimensional signals with systems that range from simple digital circuits to advanced parallel computers. The goal of this manipulation can be divided into three categories:

- Image Processing $\text{image in} \rightarrow \text{image out}$.
- Image Analysis $\text{image in} \rightarrow \text{measurements out}$.
- Image Understanding $\text{image in} \rightarrow \text{high-level description out}$.

Further, we will restrict ourselves to two-dimensional (2D) image processing although most of the concepts and techniques that are to be described can be extended easily to three or more dimensions. The Wiener filter is a solution to the restoration problem based upon the hypothesized use of a linear filter and the minimum mean-square (or rms) error criterion. In the example given below the image $a[m,n]$ was distorted by a bandpass filter and then white noise was added to achieve an SNR = 30 dB.
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1. Digital image definition

A digital image $a[m,n]$ described in a 2D discrete space is derived from an analog image $a(x,y)$ in a 2D continuous space through a sampling process that is frequently referred to as digitization. The effect of digitization is shown in Fig. 1.

The 2D continuous image $a(x,y)$ is divided into $N$ rows and $M$ columns. The intersection of a row and a column is termed a pixel. The value assigned to the integer coordinates $[m,n]$ with $m = 0, 1, 2, \ldots, M - 1$ and $n = 0, 1, 2, \ldots, N - 1$ is $a[m,n]$.

We will consider the case of 2D, monochromatic, static images [1,2]:

\begin{equation}
\text{e}^{j\theta} = \cos(\theta) + j\sin(\theta)
\end{equation}

The image shown in Fig. 1 has been divided into $N = 16$ rows and $M = 16$ columns. The value assigned to every pixel is the average brightness in the pixel rounded to the nearest integer value. The process of representing the amplitude of the 2D signal at a given coordinate as an integer value with $L$ different gray levels is usually referred to as amplitude quantization or simply quantization.

2. Fourier transform

The Fourier transform produces another representation of a signal, specifically a representation as a weighted sum of complex exponentials. Because of Euler’s formula [5]:
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\begin{equation}
\text{e}^{j\theta} = \cos(\theta) + j\sin(\theta)
\end{equation}

where $j^2 = -1$, we can say that the Fourier transform produces a representation of a (2D) signal as a weighted sum of sines and cosines. The defining formulas for the forward
Fourier and the inverse Fourier transforms are as follows. Given an image \( a \) and its Fourier transform \( A \), then the forward transform goes from the spatial domain (either continuous or discrete) to the frequency domain which is always continuous \([6,7]\).

**Forward:**

\[
A = F\{a\}
\]  

(2)

The inverse Fourier transform goes from the frequency domain back to the spatial domain.

**Inverse:**

\[
a = F^{-1}\{A\}
\]  

(3)

The Fourier transform is a unique and invertible operation so that

\[
a = F^{-1}\{F\{a\}\} \quad \text{and} \quad A = F\{F^{-1}\{A\}\}
\]  

(4)

The specific formulas for transforming back and forth between the spatial domain and the frequency domain are given as

**Forward:**

\[
A(u, v) = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} a(x, y)e^{-i2\pi uv} \, dx \, dy
\]  

(5)

**Inverse:**

\[
a(x, y) = \frac{1}{4\pi^2} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} A(u, v)e^{i2\pi uv} \, du \, dv
\]  

(6)

3. Spectral sensitivity

There are several ways to describe the sensitivity of the human visual system.

The perceived intensity as a function of \( \lambda \), the spectral sensitivity, for the “typical observer” is shown in Fig. 2. The high sensitivity of silicon in the infra-red means that, for applications where a CCD (or other silicon-based) camera is to be used as a source of images for digital image processing and analysis, consideration should be given to using an IR blocking filter \([8,9]\).

Sensors, such as those found in cameras and film, are not equally sensitive to all wavelengths of light.

4. Summary of smoothing algorithms

A variety of smoothing filters have been developed that are not linear. While they cannot, in general, be submitted to Fourier analysis, their properties and domains of application have been studied extensively. We have:

4.1. Median filter

A median filter is based upon moving a window over an image (as in a convolution) and computing the output pixel as the median value of the brightnesses within the input window. If the window is \( J \times K \) in size we can order the \( J \times K \) pixels in brightness value from smallest to largest. If \( J \times K \) is odd then the median will be the \( \frac{J+1}{2} \) entry in the list of ordered brightnesses.

4.2. Kuwahara filter

Edges play an important role in our perception of images as well as in the analysis of images. Although this filter can be implemented for a variety of different window shapes, the algorithm will be described for a square window of size \( J = K = 4L + 1 \) where \( L \) is an integer. The window is partitioned into four regions as shown in Fig. 3.
Table 1:
Characteristics of smoothing filters

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Domain</th>
<th>Type</th>
<th>Support</th>
<th>Separable/Incremental</th>
<th>Complexity/Pixel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform</td>
<td>Space</td>
<td>Linear</td>
<td>Square</td>
<td>Y/Y</td>
<td>O(constant)</td>
</tr>
<tr>
<td>Uniform</td>
<td>Space</td>
<td>Linear</td>
<td>Circular</td>
<td>N/Y</td>
<td>O(K)</td>
</tr>
<tr>
<td>Triangle</td>
<td>Space</td>
<td>Linear</td>
<td>Square</td>
<td>Y/N</td>
<td>O(constant)</td>
</tr>
<tr>
<td>Triangle</td>
<td>Space</td>
<td>Linear</td>
<td>Circular</td>
<td>N/N</td>
<td>O(K)</td>
</tr>
<tr>
<td>Gaussian</td>
<td>Space</td>
<td>Linear</td>
<td></td>
<td>Y/N</td>
<td>O(constant)</td>
</tr>
<tr>
<td>Median</td>
<td>Space</td>
<td>Non-linear</td>
<td>Square</td>
<td>N/N</td>
<td>O(J * K)</td>
</tr>
<tr>
<td>Kuwahara</td>
<td>Space</td>
<td>Non-linear</td>
<td>Square</td>
<td>N/N</td>
<td>O(K)</td>
</tr>
<tr>
<td>Other</td>
<td>Frequency</td>
<td>Linear</td>
<td></td>
<td>–</td>
<td>O(log N)</td>
</tr>
</tbody>
</table>

Table 1 summarizes the various properties of the smoothing algorithms. The filter size is assumed to be bounded by a rectangle of $J \times K$ where, without loss of generality, $J \geq K$. The image size is $N \times N$.

Examples of the effect of various smoothing algorithms are shown in Fig. 4.

5. Noise suppression

The techniques available to suppress noise can be divided into those techniques that are based on temporal information and those that are based on spatial information. By temporal information we mean that a sequence of images $\{a[m, n]\}_{p=1}^{P}$ are available that contain exactly the same objects and that differ only in the sense of independent noise realizations. If this is the case and if the noise is additive, then simple averaging of the sequence [10, 11]:

**Temporal averaging:**

$$\hat{a}[m, n] = \frac{1}{p} \sum_{p=1}^{P} a_p[m, n]$$  \hspace{1cm} (7)

6. Results

Within the class of linear filters, the optimal filter for restoration in the presence of noise is given by the Wiener filter. The word “optimal” is used here in the sense of minimum mean-square error (mse). Because the square root operation is monotonic increasing, the optimal filter also minimizes the root mean-square error (rms). The Wiener filter is characterized in the Fourier domain and for additive noise that is independent of the signal it is given by [12]

$$H_w(u, v) = \frac{S_{aa}(u, v)}{S_{aa}(u, v) + S_{mn}(u, v)}$$  \hspace{1cm} (8)

where $S_{aa}(u, v)$ is the power spectral density of an ensemble of random images $\{a[m, n]\}$ and $S_{mn}(u, v)$ is the power spectral density of the random noise. If we have a single image then $S_{mn}(u, v) = |A(u, v)|^2$.

If a two-dimensional signal $a(x, y)$ has Fourier spectrum $A(u, v)$ then

$$A(u = 0, v = 0) = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} a(x, y) \, dx \, dy$$

Fig. 4. Illustration of various linear and non-linear smoothing filters. (a) Original, (b) uniform $5 \times 5$, (c) Gaussian ($\sigma = 25$), (d) median $5 \times 5$, (e) Kuwahara $5 \times 5$.

Fig. 5. Noise suppression using various filtering techniques. (a) Noisy image (SNR = 20 dB), (b) Wiener filter, (c) Gauss filter ($\sigma = 1.0$) rms = 25.7, rms = 20.2, rms = 21.1, (d) Kuwahara ($5 \times 5$), (e) median filter ($3 \times 3$), (f) Morph. smoothing ($3 \times 3$) rms = 22.4 rms = 22.6 rms = 26.2.
\[
A(x = 0, y = 0) = \frac{1}{4\pi^2} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} A(u, v) \, dx \, dy
\]

The Wiener filter was constructed directly from Eq. (8), because the image spectrum and the noise spectrum were known. The parameters for the other filters were determined choosing that value (either or window size) that led to the minimum rms [13].

7. Conclusion

The root mean-square errors (rms) associated with the various filters are shown in Fig. 5. For this specific comparison, the Wiener filter generates a lower error than any of the other procedures that are examined here. The two linear procedures, Wiener filtering and Gaussian filtering, performed slightly better than the three non-linear alternatives.
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