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Approximate Sequential Pattern for
Incomplete Sequence Database Mining

Ceéline Fiot, Anne Laurent and Maguelonne Teisseire

Abstract— Industrial databases often contains a large amount is used to discover the patterns, while taking into account
of unfilled information. When these data are mined for frequent uncertainty due to incomplete data instead of ignoring it,
sequences, incomplete data are, most of the time, deleted'deleting it or simply replacing it by a single value.

which leads to an important loss of information. Extracted We h define thi inciple f tial patt -
knowledge then becomes less representative of the database.’’© €€ redefine tnis principie for sequential pattern ngnin

Two techniques can then be investigated: either using only the thus proposing to discover approximate maximal frequent
available information or estimating the missing values. In this sequences within incomplete time-stamped databases. For
paper we propose an estimation-based approach that represesit  this reason, we adapted the concepts linked to sequential
inclusion of an item within a record by a fuzzy set. Then  hayerm discovery. Then we implemented the ApSPolD algo-
the membership degree giving the item inclusion is used to . - . - .
compute the frequency of a sequence. Experiments run on ”th_m “S'”Q a sequential pattern mlnlrjg algorithm, PSP [4].
various synthetic datasets show the feasibility and validity of This algorithm was tested on synthetic datasets to show the
our proposal as well in terms of quality as in terms of the validity of our approach.
robustness to the rate of missing values. The remainder of the paper is organized as follows. Section
Il introduces the methods for association rule mining in the
presence of missing values, and the concepts linked to se-
For the last decade, data mining application fields havguential pattern discovery. Section Il details our apptot
widened. Especially it is the case of sequential pattefifmine for approximate sequential patterns within incomelet
mining approaches [1]. This data mining technique aimgata, and we describe our algorithm in Section IV. Section
at discovering knowlegde from temporal databases. First js then dedicated to experiments that show the validity

designed to analyse customer behavior, they are now usedginour approach. Finally, we conclude in section VI with a
various industrial, medical, or biO'OgiCﬁ' fields. The sdwed discussion on further work opened by this proposaL

datasets are sets of time-stamped records. Each of them is

constituted of a set of values. Il. FROM SEQUENTIAL PATTERNS TOINCOMPLETENESS
However these kind of data often contain imperfection-

ssuch as noise or incomplete data due to breakdowns oroequential patterns are often introduced as an extension
errors. for instance. of association rules, initially proposed in [5]. They hiigjit
Moreover, existing sequential patterns methods only alloferrelations between database records as well as theiotemp
the analysis of complete data, without considering inconf@l relationship. Even so these algorithms do not mine incom
plete records, which may represent an important loss piete records contained in the database. These missingsvalu
information. Besides, replacement of missing values ar theust then be removed either by deletion or replacement.
estimation are often either too simplistic to perform usbi Quality of results then depends on this preprocess. Moreove
results, or too time-consuming to be applied on large detasethiS Step is often time-consuming. In order to reduce the
Thus, it seems necessary to implement a method for minifjeProcessing due to missing values and to improve the se-
sequential patterns within incomplete databases. quential pattern quality, we propose a method for sequentia
To solve this problem two tracks can be investigated. TheAttern mining within incomplete databases. This method is
concepts linked to sequential patterns can be adapted eith@se€d on association rules approaches. In this sectionste fir
to ignoremissing informationonly using the available ome odefine the concepts linked to sequential pattern mining) the
to consider likely value of incomplete data. we detail our motivations before introducing techniquest th
In this paper we propose an estimation-based approa@HOW association rule mining handling missing values.
to discover frequent sequences within databases corgainin )
random missing values. This approach is instigated by & Seduential Patterns
association rule mining method within incomplete database Sequential patterns are based on the ideamaiimal
[2], [3] and by a technique often used in machine learning dfequent sequences
statistics: assessing missing value with respect to theesal Let R be a set of objects records where each record R
in the database. This principle consists in using availabligonsists of three information elements: an object-id, andc
information, with a certain likelihood. Thus the whole ds#t timestamp and a set of attributes/items in the record. Let
Céline Fiot , Anne Laurent and Maguelonne Teisseire are wih t I ={i1, iz, ... im} be @ set of items or attributes. ArRmset

LIRMM, University of Montpellier Il - CNRS, 34392 Montpebr, France 1S _a non-empty set of attrlbutes_, denoted bY(il_Zé - Zk)
(email: {fiot, laurent, teisseifg@lirmm.fr). It is a non-ordered representation. s&quences is a non-
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empty ordered list of itemsets,, denoted by< s155...5, >. Now, let us consider the incomplete database given by

A n-sequencés a sequence af items (or of sizen). Table Il. Some information in the data sequences has not
Example 1:Let us consider an example of market basketbeen filled in and these values are missing. Let us consider

analysis. The object is a customer, and records are theat these values are identified as missing and unfilled. In

transactions made by this customer. Timestamps are the datder to mine for patterns, previous approaches require the

of transactions. If a customer purchases proddcts k,u, suppression of missing values.

and f according to the sequenee=< (e) (a k) (u) (f) >,

then all items of the sequence were bought separately, excep

productsa andk which were purchased at the same time. In

TABLE Il
INCOMPLETE DATABASE

this examples is a 5-sequence. [Obj. ] Sequence ]
One sequence =< s; s3...s, > iS a subsequencef OL [ (ab)(77¢) (Tbo)
another ones’ =< s} s5 ...s), > if there are integer$;, < 02 (@) (?¢) (bd)
03 (ad) (7¢) (?7¢)

ly < ... <lp such thats; C 521, s C 522,..., sp C sgp.
Example 2: The sequence’ = <(a) (f)> is a subsequence
of s because (af (a k) and (f)C (f). However, <(a) (k)>
is not a subsequence ef
All records from the same objectare grouped together TABLE Il
and sorted in increasing order of their timestamp. They are AFTER MISSING VALUE DELETION.
called a data sequence. An objattpportsa sequence if

After preprocessing, the database within which sequential
patterns are mined is given Table III.

it is included within the data sequence of this objectig l Oobi'- [ Sbequenze ]
a subsequence of the data sequence). fitsguencyof a oy (Ela))(g)(é d?
sequence flreq(s)) is defined as the percentage of objects 03 (ad) (¢ (o)

supporting s in the whole set of object®. In order to

decide whether a sequence is frequent or not, a minimum Resulting patterns famin Freq = 50% are:<(a b)(c)(c)>
frequency valuer@inFreq) is specified by the user and theand <(a)(c)(b)>.

sequence is said to be frequent if the conditjoreq(s) > Note that only a short part of the database is used to
minFreq holds. A sequence that may be frequent is discover information and only part of frequent patterns
candidate sequencé&iven a database of object records, thend frequent items of the complete dataset are found. In
problem of sequential pattern mining is to find all maximaparticular, itemd is not frequent in the incomplete database.
sequences of which the frequency is greater than a specifiederefore using the whole dataset without deleting part of i
threshold fninFreq) [1]. Each of these sequences representppears essential.

a sequential pattern, also called a maximal frequent S®BUEN~  Acsociation Rules and Missing Values

Several extensions were proposed to consider incremental ) o
mining for sequential patterns [6], to handle numerical and SOMe works were proposed to discover association rules

quantitative values [7], [8], [9] or to generalize sequahti within incomplete databases..The. algorithm RAR prqposed
patterns with respect to various temporal parameters {timgY [13] allow the user to consider incomplete data while as-
interval between events of a sequence, grouping sevepgciation rule mining within incomplete relational dataés,

records into a single itemset...) [10], [11], [12]. Howeveo thanks to partial and temporary omission of such incomplete

technique was proposed to deal with missing values whifgcords. The whole database is not used to discover each rule
sequential pattern mining. For this reason, in the follgyin PUt to generate the whole set of rules. This technique adapte
sections, we propose an approach that can mine maxinjg|Seduence mining in [14] gives interesting results. Harev

frequent sequences from an incomplete sequence databal¥S approach requires the specification of a minimum signif
icancy threshold and experiments show that if this threshol

B. Motivations is not the optimal value, the method does not discover all
Let us consider the database given by Table I. The goal ige frequent patterns or too many parasitic patterns.
to extract the sequential patterns with a minimum frequency Therefore we develop a new approach, instigated by the

equal to 50%. proposals of [2], [3]. These methods implement an assess-
ment systems based on a probabilistic distribution. Witk th

TABLE | approach one missing value can represent various values
COMPLETE DATABASE. while mining for association rules. In order to considerstno

| assessments, the notion of support (percentage of records

[ Obj. | Sequence . - . .
0L [(ab) (becd Gbeo) in database that include the rule items) and thus confidence
02 (@) (o) (bd) (probability for a record to contain the right part of theeul
03 | (ab)(bec) (bcd) knowing it contains the left part) were reformulated.

From this principle we redefine in the next section the
The sequential patterns obtained arefa b)(b c d)>, definitions linked to sequential pattern mining previously
<(a b)(b c)(b c}» and <(a)(b c)(b d)-. detailed.



[1l. APSPOID: DEALING WITH INCOMPLETENESS rate in the order of appearance in sequeficét is given by

In this section, we present the definitions we used fdhe formula (3):

our algorithm to mine incomplete sequence databases for = .
: L =1 AGcs. . s oo (Tics, thr
Sequentla' patterns (57 O) —TGRO Ord g< 1-.:5g--. k>( ]e L/’l’ (j)) (3)

A. Approximate Sequential Patterns for Incompletd/Nerek is the number of itemset if.
Databases

As deleting incomplete records leads to an important 1033, choosing Operators
of information, we adapted an association rule mining ap-
proach, robust to missing values. In this section, we diescri
our method ApSPolD, based on the principles of th&R
algorithm [2].

Several operators could be used to agregate the item
inclusion rates of an itemset or the itemset inclusion rate f
a sequence. The method proposed by [2] uses the average

The main idea of our approach, as the one of th&R agregation for item inclusion rates. However we consider

method lies on the estimation of the value for unfilled itemdat this type of agregation can hide a low appearance
While ~AR computes the frequency of an incomplete itemsd€Ve! Of several items in a record if the other ones are
taking into account the probability of each likely value of c€rtain. Therefore we propose to use a t-norm operator for

missing value, we propose here to use this estimation for tfdS computation. More especially we will implement our
frequency computation of sequences. approach with thenin operator for its idempotency property

Thus, while computing the item frequency of a sequencés,)]' ) )
for each missing value, several likely value may be checked. Régarding the ordered agregation, we propose to use the
Each one of these possibilities is associated to a degreggiv 2Verage agregation, each itemset having the same “iriterest
the likely appearance level. The support definition given iff! the sequence. Uncertainty is indeed already taken into
Section Il is adapted in order to include this inclusion degr @ccount by the use of the t-norm. It is then not necessary to
of the item. consider it a second time at the sequence level [9].

Then inclusion of an item in an itemset is weighted by th
certainty degree of its presence:

« lfthe item is in the itemset, the appearance level is equal First step of our method consits in determining each

to 1: possible value for missing values and the certainty degree
« If the item is not in the itemset and this itemset doe§f €ach one.

not contain missing value, the appearance level is nul; An aproximation of incomplete record composition should
« Else, the appearance level of itemn the recordr is be determined. To do so, the dataset is scanned to compute

in ]0, 1[. It will be denoted by, (7). appearance rate of each item. As the database is incomplete,

Definition 1: Thefrequencyof an itemset is the average theappearance rate is computed as the frequency with tespec
appearance level of the itemset for all the objects in thi@ the number O_f records using the dl;ablmg technique
dataset. For each of them, the best occurrence is keptge. Of RAR [13]. This computation results in the frequency

one being the most certain). The frequency is then computdéptribution that will give the appearance level of an itemai
by the formula (1) : record. This value distribution is here computed with respe

o to the appearance within a record, but it could be computed
Z Loer, Tierpr(i) with respect to the appearance within data sequences or only
Freg(I) = 0€O 1) considering gomplete records. _
o _ ) Thus, parsing the database for a candidate sequence, when
Definition 2: Le frequencyof a sequence is the average g, jtemset is found complete in a record, its appearance leve
appearance rate of the sequence for all the objects in tae1 \yhen it is partially found in an incomplete record, the
database. It is defined as the ratio of the sum of the begLgyency distribution is used to determine the appearance
appearance level of the sequence for all the data sequenggsy| of the missing part of the itemset.

over the total number of data sequences. It is given by theWe present some experiment results that show the conse-

%. Computing the Appearance Level

formula (2): guences of choosing one distribution or another on discov-
Z Fl(o,S) ered patterns.
0eO
Freq(S) = ET (2) IV. | MPLEMENTATION
where £(S,0) is the appearance level of in the data In this section, we first apply our defintions and principles
sequence of the objeot on a brief example. Then, we present how our algorithm runs.

Definition 3: The appearance levebf a sequences for
an objecto corresponds to the best inclusion rate of th
sequence in the data sequence of This appearance levelis  Consider the incomplete database given by Table II.
computed by the ordered agregation of the itemset inclusioninSup is equal to 50%.

éA. Example



First, the appearance rate distribution is computed. We upeéinciples used by the algorithm TotallyFuzzy for fuzzy

the formula given by [13] : sequential pattern mining [9]. It is described by Alg. 1.
) H{reR/ier}
Freq(i) = IR| — [{r € R/r.isIncomplete(i)}] ApSPolID - Input: O, a sequence database ;
minFreq user-specified minimum frequency
For ¢ = a : 3/(9-5) = 0.75. Table IV gives the frequency Ouput: SPList, list of frequent sequences

distribution for each value that could replace a missing. oniaCOnmutation of the frequency distribution]
float]] freqDist < calcDist() ;

TABLE IV
FREQUENCY DISTRIBUTION FOR MISSING VALUE [Search for frequent itemS]
ltem a b C d | e Ce—{i€l};k=1;

F — getFrepnRef{,minFreq) ;

Frequence| 0.75| 0.8 0.56 | 0.25| 0 SPList.add() :

[rSearch for frequent sequences, size?]

Thus for the second record of the first object, the appeqy.. . (C % ) do

ance level ofc is 1, buta, b, d ande, it is given by the k++ : C < generatel k) ;
frequency distribution. For each candidate sequencec C do
. .. . For eachobjeto € O do
Then sequential patterns mining starts with the frequency float]] degTabiag — 0; id — 1;
computation for each item. Itemn certainly appears in each For (j=1to |R,| do _
data sequence then its frequency is 3/3=100%, the same far Trans — 1), .1, }; .
. . . findSequence(T'rans,degTab) ;
items b and c. The itemd, could be supported by objects i=id
1 and 3, iots frequency is then given by the following ag — max(ag, »  degTablil/id) ;
calculation: End Eor =1
1(0.25,0.25)41(0.25,1)+1(0.25,0.25 tmpFreq «— tmpFreq+ ag ;
Freq(<d>) = (0.25,0-26) 4 L(0.25,1)+ 1.(0.26.0.25) End For
= 0.254140.25 Freq(s) < tmpFreq(s)/|(0)| ;
- 05 3 If (Freq(s) < minFreq)) Then
- ) | pruneé) ;
Now, consider sequenc§ = < (ab) (abed) >. This Eng ad If
candidate sequence cannot be supported by none of the SPList.add() ;

data sequences because none of them includes an iten‘%&;,\,’vg"ﬁmst;

composed of 4 items. Consider sequefite < (ab) (bc) >,

it is supported by object 1, cannot be supported by object Alg. 1: ApSPolD- Main algorithm.

2but could be supported by the third object. For the frequenc

of §', we get: For each candidate sequence, data sequences are parsed
W 14+0+(1+T(0.8,1)/2 1+09 for finding the itemsets of the candidate sequence. The

Freq(s') = 3 =—5 = 63%  subfunctionfindSequencgAlg. 2) is a recursive function that

. parses a data sequentdor finding a candidate sequence

SequenceS” is then frequent. s. When the searched itemset is found tHemSequence

Applying our method, discovered sequential patterns fcgearches for the next itemset©oin the data sequenceElse

minSup=50% are < (ab)(be)(abe) >, < (ab)(ac)(abe) >, it yaens on looking for the same itemset in the remainder part
< (@)(b)(bd) >, < (a)(ac)(bd) >, < (B)()(bd) > and o " g P

< (@)(d)(b) >. |
Even if these patterns are not exaCtIy the one Obtamef‘iﬁdSequence-Input: s, a candidate sequence,;a data sequence

on the complete database, they are closer to the one we d, table of appearance level for the itemsetss of
should get than the one discovered using the preprocessed n, number of the currently searched itemset
Ouput: d

dataset. Experiments detailed in section V show that there
exists a value of the minimum representativity for which the o o
algorithm SPolD extracts the whole set of sequential pagter *7 % — 5\srst) ; tTail — A\LAirst() ;

of the complete database from an incomplete one. I (E?T(“gu; I’fﬁg@‘glﬁeﬁ)) Then
1€ s.Is

B. Algorithm dn] «— ’L_en'sl'ifrif'st#s.first(i) ;
The algorithm SPolID runs similarly to the generate-prune| g| indSequencelail, iTail, d. n +1);
sequential pattern mining algorithms. It consists in gener| | findSequence( tT'ail, d, n);
ating all the candidaté-sequences from the frequent{)- | End If
sequences. Then the database is scanned to count the numbeetum d ;
of data sequences that support each candidate sequerid.!f
The main difference stands in the counting of incomplete

data sequences. This counting step uses the same countinyd. 2: findSequence data sequence parsing algorithm.




TABLE V

If the first itemset is found complete, the appearance
NOTATIONS FOR THE DIFFERENT KINDS OF PATTERNS

level for the first itemset is 1, then the following itemset 5% sequental patterns discovered by SPolD. also don
is searched. If the first itemset is partially fouqd in an tained in the complete dataset '
incomplete record, then appearance level for this itemset 5 4 gifferent sequential patterns
Iis ml}llur( i), then the following part of the sequence is | 9 # sequential patterns discovered by SPolD in the

searched. On the other hand, if the record only partially incomplete database _
. . . T  # sequential patterns discovered in the complete dataset

supports the itemset and if the number of missing value des

not allow to complete it, the first itemset is not found. Then

it is searched in the remainder of the data sequence. Ratio #rouvesiidans base complete enfonciion de % incompletude

If the sequence is found, its appearance level is computed by .

an average agregation. If it is found several times, the best

appearance level is kept. Once the whole database is parsed,

the sum of appearance level is divided by the number of

objects in database.

Then all the candidate sequences having a frequency lower T °o

thanminFreq are pruned. A TR

The temporal complexity of this algorithm is the same as e menuanes

the one of the algorithm TotallyFuzzy presented by [9]. We  Fig. 1. i+ rate according to rate of database incompleteness.

use the same kind of optimizations to reduce the number of

database scans. Thathstructure described for TotallyFuzzy

keeps in memory the most certain occurrence of a sequencd-irst, Figure 1 shows the evolution of the ratior . Ap-

SPOID - optimal -4+
PSP + prelrallemenl -
p ——

#rouves/#dans base complete

and each possib|e start while Scanning the database. SPolD and SPolD have similar behaviors regarding the num-
ber of right discovered patterns. More especially, ApSPolD
V. EXPERIMENTS gives better results fronm 40% to 70% of incompleteness.

These experiments were carried out on a PC - Linux 2.6@n this interval, the results of SPoID are less interesting
0S, CPU 2.8 GHz with 512 MB of memory. The algorithmthan those obtained on the range 10 to 20%, where SPolD
was implemented in Java on the PSP principle. In particuladiscovers all the patterns of te complete database. It can al
the Prefix-Tree structure was used to store the candidate dRinoted that wathever the percentage of incompleteness, th

frequent sequences. pre-processing method is not powerful.

We used synthetic datasets randomly generated by a normal

distribution. Then some items were randomly replaced by o omesoras o oo ol Ratio #touvesiédiferents en fonction de % incompletude
missing values. Sequential patterns were extracted fram th 88 ‘Lsp%”,f.'éira.‘:sézﬂﬁi =T

3r ApSPoID —+—

complete database and from the preprocessed incomplete
ones (i.e. incomplete databases in which incomplete record

have been deleted). Then those patterns are compared to ﬁ1e I
one discovered by our algorithm SPolD. Results here dettailes [

#trouves/#differents

\i;\\ e, e

were obtained from several synthetic datasets containing °*[ peSPoR onima = 1 osf T
. . ApSPOID —+— e RS
around 2000 sequences of 20 transactions in average. Each ;55 o 5 o R
transaction contains around 10 items chosen among 100. o valeurs manquantes 6 valeurs manquantes
Our analysis is based on the several counting: @ (0)
« the total number of sequential patterns discovered knig. 2. (b): 5/6 rate according to rate of database incompletenessi(b):
SPolD rate according to rate of database incompleteness.
« the number of sequential patterns discovered by SPolD,
that are discovered in the complete database, Then figures 2(a) and 2(b) show a comparison of parasitic

« the number of wrong sequential patterns discovered yhd missing patterns. Figure 2(a) presents the proporfion o
SPolID (that groups together the patterns that are ngght patterns with respect to discovered patterns , agugrd
discovered in the complete database and the one ngtthe incompleteness percentage. This ratio is considered

found by SPolID but should be). as good when it is close to 1 (each discovered patterns is

Table V sums up these notations. also discovered in the complete database). However, these
results should be compared to Figure 1. All the extacted

A. ApSPolID vs. SPolD patterns may indeed correspond to the complete database

Following figures give a comparison between patternsut an important amout of them may be missing. In our
discovered by ApSPolD and those discovered by PSP aftexperiments, it is the case of PSP with pre-processing.
pre-processing (deletion of incomplete data) and alsoethos Note that ApSPolD results are better than those of SPolD
discovered by SPolD ([14], an existing approach for mininfrom 40% of incompleteness. At this rate ApSPolD indeed
incomplete datasets. discovers 90% of the patterns found in the complete database



and those patterns rep resent arou n d 60% Of d ISCOVG redano #trouves/#extraits en fonction de % incompletude Ratio #trouves/#differents en fonction de % incompletude
T T T T T 35

patterns. if — AR
Furthermore, when the database contains 50% of missing | x

values, ApSPolD discovers 80% of the squential patterns af .~ \/\///

the complete database and those patterns represent 70%’?§oiEE
discovered patterns while SPolID only find 70% of the com£ ‘[

#trouves/#differents

plete database patetrns, only representing 40% of disedver **[ ,sop ez | o5t x
ApSPOID -Dist2 - L
patterns- 010 20 30 40 50 60 70 O10 20 30 40 50 60 70
These observations are confirmed by Figure 2(b) that 6 valeurs manguantes o valeurs manduantes
shows the evolution of/delta. It shows that form 35% of @ ()

incompleteness, th? proportion of I’ight patterns accgmkin Fig. 4. (a):8/0 rate according to rate of database incompletenesg3(b):
the different ones is clearly more important for ApSPolDrate according to rate of database incompleteness.

than for SPolD. Moreover, the number of right pattern is
still higher than the part of different patterns (this ratio

should remain greater than 1), on the contrary to SPolD foO% of incompleteness. On the range 20 to 40% of incom-

which results are good until 30% of incomlpeteness and th‘?ﬂete data, results obtained by ApSPolD with the second
collapse. ’

distribution are similar to those of SPolD.
B. Choosing a distribution Thus, choosing a distirbution more or less optimistic

We analyse the behavior of ApSPolD according to thé€términes which quantity of sequential patterns found in
frequency distribution for incomplete records. We showt thdh€ complete database will be retrieved by ApSPolD, but
it has an impact on obtained results. also the amount of parasitic patterns. A trade-off should

We here present a comparison of ApSPolD performanc&3en be made between the percentage of right patterns found
used with two different distributions: and the percentage of parasitic patterns.

o One distribution is computed using the RAR algorithm . ) )
(as in example, Section V). It is used by ApSPoID - These experiments show that in general , ApSPolD is more

Dist 1 on Fig. 4. reliable than SPolD from 30% of missing values and that
« A second distribution is found by considering the wholdhese results are interesting until 60% of incomplete data.

set of records to compute the frequency. It is used by" the other hand patterns discovered by ApSPolD - Dist
ApSPolD - Dist 2 on Fig. 4. include 80 to 90% of patterns contained in the complete

. , o : T database for an incompleteness rate between 10 to 40%.
While the first distribution is rather optimistic (each

o . A . . These results are almost as good as those of SPolD. However,
missing value is ignored for computing the distribution)

the second one is more pessimistic (each missing valueugIng ApSPolD does not require to specify other parameter

: . ) . thanminFreq. Its use is then easier than the use of SPolD.
considered as different from the item of which the frequenc¥urthermore, results obtained by ApSPoID could be im-

Lieczrgurtsgaitfhoosmg one or the other has an impact c[))?oved by refining the frequency distribution at each itera-

tion, considering more and more precisely the whole records
Ratio #ouves/icans base complete en foncion de % incompletude Lastly, regarding the comparison of runtime, ApSPolD be-
T haves similarly to SPolD.

1¥
08 [ X,

VI. FURTHER WORK

0.6

#trouves/#dans base complete

sl foghan ot 5 | Sequential pattern discovery is an interesting data mining
method while learning knowledge from large time-stamped

r ~ | databases, such as industrial process databases. But this

‘0w w w0 w w kind of databases often contains missing values. However

9% valeurs manquantes

there is only one mining techniques for discovering frequen

Fig. 3. B/ rate according to rate of database incompleteness.  sequences from incomplete databases. Therefore in thés pap

we proposed to adapt the original definitions related to

Fig. 3 shows that the second distribution does not allowequential pattern mining in order to handle random incom-
ApSPoID to find the patterns of the complete databageleteness in data sequences. These new definitions enable

from 40% of incompleteness, whereas ApSPolD with théhe user to manage missing values directly during the mining
optimistic distribution finds an important amount of patker task, then avoiding an heavy preprocessing step. Our method
until 60% of incompleteness. On the other hand, Fig. 4(and algorithm ApSPolD has been implemented and tested on
shows that ApSPolD with the second distribution discoversynthetic datasets. We have thus shown the robustness of our
less parasitic patterns. approach until an incompleteness rate around 50% , while
From Fig. 4(b) we can conclude that the pessimistithe existing approaches give erroneous results since 10% of

distribution gives better results than the optimistic omélu missing values. We now work on extending this approach in



order to regard other kind of missing values (not randomly
spread, for instance), after having detected the diffekiat

of incomplete information. It seems also necessary to tletec
the attributes that should not be considered as incomplgte b
not existing. Lastly noise is also a common imperfection in
real-life databases. It could then be interesting to carsid

in a further version of our algorithm.
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