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ABSTRACT (conceptual vectors). They are automatically built from

Lexical functions (LF) model relations between termdieterogenous resources like various kind of dictionaries
in the lexicon. These relations can be knowledge abodf/@SSic. Synonym or antonym, etc.), thesaur, ...

the world (Napoleon was an emperor) or knowledge about We present theonstruction LFin order to build con-
the language«destiny is synonym ofate’). In this article, ceptual vectors from other conceptual vectors. For exam-

we show that LF instanciation in texts is useful both foP!€: @n antonymy function allows the conceptual vector of

semantic analysis (for example, resolution of lexical ambiexistence o be built from the conceptual vector efon-

guities or prepositional attachment and synthesis, i.e. n&stence We present a neighborhood function allowing the
ural language generation. We describe the architecture ofgtimation of the most appropriate word in the case of lan-
Semantic Lexical Base and the way how LFs are modele8U29€ generation. This is basederaluation LFswhich
detected and used. More precisely, we show how each [germit to estimate the relevance of a relation between two
is modelled using thematic (conceptual vectors) and lexiciXical objects. Hence, in our lexical database, relations are
(materialised relations between database objects) informa2t directly materialised as in Wordneg] [or FrameNet
tion and how we exploit the results in the base. We alsb3» they are computed from both thematic (conceptual

describe how these functions allow the database to be &4€€tors) and lexical (materialised lifjsnformation. This
plored continuously rather than in a discrete way. allow us t.o explore data in a continuous way rather than in
the classical discrete way.

1. INTRODUCTION
L . . 2. SEMANTIC ANALYSIS
Many applications in Natural Language Processing, like

automatic summarization (AS), information retrieval (IR) 1here are at least four kinds of semantic ambiguities
or machinal translation (MT), perform a semantic analysi¢’hich need to be resolved during SAexical ambigui-
(SA) which consists of, among other things, computing Hes referencesprepositional attachmen@ndinterpreta-
thematic representation for the whole text and its compdion paths
nents. In our case, thematiq information i_s computed as_ga_ll Lexical Ambiguity
set of conceptual vectors which represent ideas and provide
a quick estimation whether texts or their components (para- Words can have several meanings. This phenomenon
graphs, sentences or words) are part of the same semaf@wn for age$ leads to one of the most important prob-
field, i.e. whether they have anything in common or noteéms in NLP, lexical disambiguation (also often called
At least four main problems should be solved during thi¥vord Sense Disambiguation). It involves selecting the
step. (1)lexical (word sense) ambiguit) references.e. Mostappropriate acception of each word in the text. We de-
anaphora resolution and identification of the coferents ; (3jn€ an acception as a particular meaning of a lexical item
prepositional attachmenise. determination of the gover- acknowledged and recognized by usage. It is a semantic
nor or head of the prepositional phrase ; i@grpretation unit acceptable in a given languagtl]. For example, the
pathsi.e. compatibility of the various ambiguities. lexical item<mouse has at least three acceptions: the nouns
One way to resolve these different type of ambiguitieé‘ﬁferring to thescomputer device to the<rodent and the verb
is to use Lexical Functions (LF). LFs model typical re-denoting the-hunting of the animal. Unlike lexical items,
lations between terms in the lexicon. Such relations acceptions are monosemantic.
synonymy, the different types of antonymy, intensification Word Sense Disambiguation (WSD), i.e. the task of re-
(“strong feaf, “heavy rairi) or the typical relation of in- solving lexical ambiguity, is a widely studied problem in
strument (o cut for <knife, <shovei for <o dig?). In this paper, SA [15]. For MT, it is essential to know which partic-
we show that LFs are needed to model both world knowHlar meaning is used in the source text as otherwise the
edge (Napoleon was an empefdrand language specific Wrong translation is likely to occur. For example, the En-
knowledge (destiny is Synonym offate’). We will also show  glish word «iver- can be translated in French asuve or
the central role this notions plays for semantic analysis aridviere. It is also important in information retrieval, as it
for resolving various kinds of ambiguities. helps eliminating documents which contain only inappro-
Finally, we present the architecture of a lexical semantic
database built to model, detect and exploit LFs. We show!Here, reader should begin to understand that we distinguish materi-
that these LFs need a database composed of three ty@lg?d links between lexical objects in the BLS and relations between
of lexical objects (EXICAL ITEM, ACCEPTION, LEXIE) goe objects modelised thanks to L.

A ) o _ 2Sumerian known for their invention of the writing system, about 3200
connected by materialised links and thematic informatiogears prior to our era, have a very polysemous languatje [




priate senses of a word with regard to the request, thereBprnél Bangha'’s dissertation thesif with respect to the
increasing recall and precision. status of lexical knowledge versus world knowledge and
their respective roles in the process of interpretation. Here,
we take an intermediary stance, close to KBangha's.
Anaphora resolution is the phenomena whereby a pro-We consider that knowledge can be divided into three cat-
noun is properly related to another element of the text. Fagories: (1)WK which is not directly lexicalisechence,
example, in The cat climbed onto the seat, then it beganwhich is not LK. For example, someone may know some
to sleep, "it” refers to "caf’ and not to seat. Anaphoric facts concerning geography (location of New York), his-
resolution in MT is important as it associates pronouns twry (How and when did JFK die?) or everyday life (cur-
content nouns. Indeed, genders often vary according to thent price of the latest Ferrari). However, none of this
language. Thus, anaphoric resolution can help to translatdormation is lexicalised. The information can only be
the word which supports it. Therefore, in Frencli, tan  expressed via statements; (@)K which is directly lexi-
be translated either ag™(masculine), as here in our case,calised For example, the sentencBtiring monsoon sea-
or "elle” (feminine) whereas in German it could be eitherson, Penang has heavy réiis the expression of the fact in
"er’, "sig’ or "ed’ since German has three genders. Not¢he real world that there is a certain amount of rain falling
that in German the pronoun would beie’ (feminine) and in Penang during Monsoon lexicalised-<asavy; (3) some
not masculine, as in Frenchjfe Katze klaetterte auf den LK which cannot be considered as lexicalisation of WK
Sitz und (sie) begann dann zu schidjen This is the case for grammatical gender in languages like
Identity is the phenomenon whereby two words refeFrench and German. Thus, the French lexical itamisre
to the same entity in real world asaf’ and "animal’ in the  (<car’) and-piscine (<swimming poal) are feminine, yet there is
following two sentencesThe cat climbed onto the chair. no slightest correlation between the grammatical gender of
The animal began to sleép. these words and the objects they stand for.

2.2 References

2.3 Prepositional Attachment 3.2 LF for Linguistic Knowledge (LFLK)

Prepositional attachmentoncerns finding the depen- | F| k are similar to Meltuk’s LF [23. They model
dence link between a prepositional phrase and a syntacfigs hich correspond to linguistic knowledge. One must
head (verb, noun, adjec'q\_/ewl. In“He sees the girlwith e aware of the fact that these functions also represent a
a telescopé. the prepositional phrasewith a telescope  gtate of the world, but this state is represented by a par-
can be attached either to the noun phrabe Girl” or to  jicylar, but arbitrary (synchronically) item in the language.
the verb phraseséé. Proper attachment is crucial in MT Thus, the sentenceléhn had a strong fearcorresponds
in particular. For alanguage like English, prepositions conyy the real world situation describing the intense fear ex-
siderably modify verb meaning. InThe man took a ferry perienced by John, and is lexicalised by thagnitudeLF
across the rivet, the most Ioglca! attachment foscross Magn and one of its valuesstrong. There are two kinds
should be the verbo take, which in French would yield | F| K, paradigmaticsvhich formalise classical seman-
“L’homme traversa la rivére en ferry. Ifit were attached ¢ relations (synonymy, antonymy, ...) asgntagmat-
to ferry we would express a different translatiddfiomme ¢ which formalise collocations combinations of lexical
pris un ferrya travers la rivere.”. items which prevail on others without any obvious logical
reason’ [ 29]. In the first category we have:

« synonymy Syn) which characterises different forms

Due to semantic ambiguities, a sentence can have Sgfa the same meaning due only to use and without
e.ral |nterpretatlons. Such amb|'gumes.occur often, espghy direct relationship to realitySyn(-plane)={<airplane,
cially in short texts as they contain less information. Thes%eropléme }:
ambiguities can be of various sorts, and they can be imr?'antony’r'n.i.es' Anti) which concern items whose se-
qluced on purpose by the author. The interested reader GRAntic features are symetric relatively to an axa§]]
find a good discussion and various examples concernir}gﬂﬁ(qif@) = {<death,...}; Anti(shot) = {<colcs,...}
this phenomenon in2f]. We will show just one example | generics Gener) which correspond to substitution hy-

here, "The sentence is too lorigwhich can be interpreted o v mg i e terms of the hierarchy which are preferred

either as a phrase with a non-trivial length or asaconde% others as reference by use. To take an example

nation with a non-trivial duration. we do not say The vehicle has landédbut “the air-
craft has landet] hence Generflane)={-aircraft>} but not

3. LEXICAL FUNCTIONS Generfplane)#{<vehicle}. This function is different from

3.1 Lexical and World Knowledge hypernymy where Hypefflane)={<aircraft’,vehicle };

The existence of a distinction between lexical knowl- CONCEMing the syntagmatic LF, we have,
edge (LK) and world knowledge (WK) has been subject of adjectival LF like intensification Magn) or confirma-
great debate ever since the beginning of the 1980's. A#ON (Ver). Magnfte)={strong}; Magn(crain’)={<heavy};
cording to John Haimanip], there is no difference be- Ver(‘agreememj={good, ‘positve,...} o
tween the two, while Wierzbickaip] argues that they are * collective Multtdog)={-pack} and its opposite Sing
completely different. An interesting review can be found inoing(rice’)={ grair }

2.4 Interpretation Paths



3.3 LF for the World Knowledge (LFWK) ily found than with simple distributional techniques used
LFWK allow the modelling of knowledge about the ig systems like SMART 35] or Latent Semantic Analysis

world. The following LFWKs are examples : (61

. hypernym;(Hyper_) wh.ich is the clags _hypernymy CoN-3 42 For solving SA Problems

trary to Gener which is the substitution hypernymy.

As already mentioned, the world knowledga thair LFs can provide some clues which can help in the vari-

is a seat” is retranscribed in language by the factous tasks discribed in secti@n

that <seat is a hypernym ofchair which is a LK. Lexical Disambiguation : The two types of LFs can

Hyper(plane)={<aircraft>,<vehicle,. . . }; help us:

« it's opposite relation,hyponymy Hyponymy can be - LFLK:to identify the syntagmatic relations between

seen as the transcription in language of the property thiwo words or at least to estimate its existence can help to

a class is a subclass of another. Hypiagaf)={<plane}, identify the possible meanings for the corresponding lexi-

Hypo(-vehicle)={<plane,<car,<boat }; cal item. Thus, in At the time of his recent election to the
« instancélnst) : Inst(writer)={<Emest Hemingway <Victor ~ Senate, Mr Smith obtained a crushing majofitymajority
Hugo, ...}, Inst(chorse)= {<Tornado, Black,. .. }; can be partly disambiguated thanks to the MBgn In-

« its opposite relation,Class : Class(<Emest Heming- deed, we can consider thaiajority expresses a notion of
way )={<writer>, <American, ...}, Inst(<Black)= {<horse,...}; age(some kind of adulthood), the proportional superiority
« meronymy(Mero), the part-of relation and its opposite in terms ofvote or assembly yet only Magn(majority/vote) =
holonymy(Holo). Mero(<plane)= {<fuselage, <wing,. .. }; <crushing and Magn(majority/assembly = <crushing exist. In

« verbal relations agstrument(Instr) which links an ac- the same vein, synonyms or generics can indirectly con-
tion to its typical instrumentlfistr(<to dig)= {picie,...} In-  tribute to the clarification via identity relation.

str(<to write’)= {<per,ckeyboard,. ..} the agentrelation @gt) - LFWK:These functions formalise world relations
which links an action to its typical agent apdtientwhich  which can exist between the terms. Hence, information
links an action to its typical patient influenced byagt(to  such as Renault has connection with cérsr “ Napoleon
ear)= <cap; pt(<car)= <foocb. was an emperdr(the man at the head of a state and not the
penguin) may contribute to lexical disambiguation. Clari-
fication can be achieved here again, though indirectly, by

o disambiguating the identity relations thanks to hypernymy
3.4.1 For Applications or instantiation.

Machine translation is certainly the main application Identity Relations Ide.ntification : These relations are
for lexical functions. Indeed, Igor Maluk introduced Partly supported by equivalent terms in context. They can
them in the early 60’s to resolve some MT problems. H&€ Synonyms but also hypernyms. Knowing or identifying
was then looking for 4 simple method allowing to avoid these relatlons in a text can_thus be a determining element
thousands of tedious tests necessary for a computer in R" the meaning reconstruction. o _
der to find the russian equivalents of English lexemés... Prepositional Attachments: collocation information
[23]. He noticed a phenomena common to most Ianguagé‘éh'Ch are described with some LFLK (like the adjectival
and well-known by translators : some terms are associat8#nctions) can contribute to resolving prepositional attach-
with others, whereas their direct equivalents are not usé@ents. A Web based method was testedli@l vhere a
to mark a similar idea. Thus, we speak gfiésse fvre large corpus was created to automatically extract lexical
in French, but not of“big fevet in English, where high and statistical information on attachments to deduce the
fever’ will be used instead. Likewise, in Spanish we saynost probable ones in dependency syntactic analysis.
fiebre <alta> OF ‘mucha but not<grarr. These phenomena are
modelled by what is called lexical functions. They can pé LF MODELLING : LEXICAL AND THEMATIC
applied to any language in the same manner and are consid-l'\“:OR'\AATlo'\l
ered as universal. In MT, LF can be used asderlingua 4.1 Conceptual Vectors
i.e. as an intermediate language like 14][

Information Retrieval can be divided into two phases.
The first one,documents indexingonsists of building a We represent thematic aspects of textual segments (doc-
computational representation for each document. The sagments, paragraph, phrases, etc) by conceptual vectors.
ond one, thesearch phaseconsists of transforming the re- Vectors have long been used in information retrie@d] [
quest into a similar representation and to extract the clofer meaning representation in the LSI modé] and for
est documents according to the given criteria. LFs can bBatent semantic analysis (LSA) studies in psycholinguis-
useful to find synonymy of values. For example, we catics. In computational linguistics4] proposed a formal-
imagine that the text representation does not directly refésm for the projection of the linguistic notion of seman-
to text segments liked high feaf’ or “crushing majority  tic field in a vectorial space. Our model is inspired by
but rather tdVlagn(<fear) andMagn(<majority’). Then, doc- this approach. Given a set of elementary concepts, it is
uments with ‘a high feaf’ or “a strong feat and “crush- possible to build vectors (conceptual vectors) and to asso-
ing majority’ or “landslide majority would be more eas- ciate them to any linguistic object. This vector approach is

3.4 Using of Lexical Functions

4.1.1 Principle and Thematic Distance



based on known mathematical properties. It is thus possite use angular distance to take advantage of mutual in-
ble to apply well founded formal manipulations associatetbrmation carried by conceptual vectors in order to make
to reasonable linguistic interpretations. Concepts are ddisambiguate words pertaining to the same or closely re-
fined from a thesaurus (in our prototype applied to Frenchated semantic fields. ThusZidane scored a godlcan be
we used the Larousse thesauri§] where 873 concepts disambiguated thanks to common ideas concerning sport,
are identified) to compare it with the thousand defined iwhile “The lawyer pleads at the coutt.can be disam-
Roget’s thesauruslp]). Let C be a finite set oh con- biguated thanks to those of justice. Furthermore, vectors
cepts, a conceptual vectdris a linear combinaison of el- allow to attach properly prepositions due to knowledge
ementsc; of C. For a meaning, a vectorV(A) is the about vision. For example, the prepositional phrasgH
description (in extension) of activations of all concepts o& telescopéwould be attached to the vertsaw’ in the
C. For example, the different meanings<efor could be sentencele saw the girl with the telescope.
projected on the following concepts (thencerT intensity] On the contrary, conceptual vectors cannot be used to
is ordered by decreasing values):d6pr) = (oPENING[0.8],  disambiguate terms pertaining to different semantic fields.
BARRIER[0.7], LIMIT [0.65], PROXIMITY [0.6], EXTERIOR[0.4], IN-  Actually, an analysis solely based on them might lead to
TERIOR[0.39), . .. misinterpretation. For example, the French neaicat
Comparison between conceptual vectors is based ®ias two meanings. It is the equivalent<afvyer and the
angular distance. For two conceptual vectdrand B, equivalent of the fruitvocade. In the French sentence
Da(A,B) = arccogSim(A,B)) whereSimis Sim(X,Y) = “L’avocat a mang un fruit’, “The lawyer has eaten a

—

cogX,Y) = m Intuitively, this function consti- fruit”, <to eat and<fruit> convey the idea ofiooc, hence the

tutes an evaluation of ttéematic proximityand measures interpretation computed by conceptual vectors<ioscat

the angle between the two vectors. We would generalNyill be <avocade. It would have been good to realize that
consider that, for a distand@a(A,B) < TZT (45°), A and Igwyer is a_huma‘hand “a human eafs yet this is no.t pos-

B are thematically close and share many concepts. F8ible by using only conceptual vectors. They are simply not
Da(A,B) > T, the thematic proximity between A and B sufficient to exploit the instanciation of LFs in texts, how-
would be considered as loose. Arougdthey have no re- €Ver, a lexical network can help to overcome these short-
lation. Da is a real distance function. It verifies the propertomings. These kind of limitations have been shown in
ties of reflexivity, symmetry and triangular inequality. Weexperiments for the semantic analysis using ant algorithms
have, for example, the following angles (values are in rdd [17].

a0 (@) 4.12b For LF Modelling
Dﬁ(v(cm)): V(<bird>))=0.55 (3%) We have shown in several publications that such a hy-
Da(V(it>), V(-sparrow))=0.35 (20) brid approach is needed for LF Modelling. For paradig-

gﬁg\\fggig %fﬁf&?ﬁ%@%@% matic LFs, §0] used it for the three types of antonyms and

The first one has a straightforward interpretation, as 8] for generics and hypernyms.
«it> cannot be closer to anything else than to itself. The For syntagmatic LF modelling, it seems difficult to
second and the third are not very surprising either sinceraodel seemingly arbitrary collocations (as they do not
«it> is a kind of <sparrow which is a kind ofbird>. A «it> have a common theme) with conceptual vectors.
has not much in common with-aain>, which explains the
large angle between them. One may wonder wityand 4.2 Lexical Networks
<insect, are rather close with only 3zbetween them. |If
we scrutinise the definition ofit> from which its vector
is computed If)sectivourous passerine bird with colorful ~ Natural language processing has used lexical networks
feather) perhaps the interpretation of these values woulébr more than fourty years, with Ross Quillian’s work go-
seem clearer. Indeed, the thematic distance is by no wing back to the end of the sixtie’8()]. Authors differ con-

4.2.1 Principles

an ontological distance. cerning the network type and the way to use them. Some
o authors use directly graph microstructures (cliques, hubs)
4.1.2 Limitation of Conceptual Vectors while others use them indirectly through similarity oper-

4.1.2.a ForLF DetectioAs shown in P], distances com- ations and/or activation of nodes (neural networks, pager-
puted on vectors are influenced by shared componerask).
and/or distinct components. Angular distance is a good The types of networks depends on entities chosen for
tool for our aims because of its mathematical characterissodes (lexical items, meanings, concepts) and on lexical
tics, its simplicity to understand and to linguistically in-relations chosen for edges. We can consider two fami-
terpret and ultimately allow it efficient implementation.lies of lexical networks : (1semantic lexical networks
Whatever chosen distance, used on this kind of vectossich as Quillan’sg], or, more recently,43], WordNet [3],
(represanting ideas and not term occurences), the small&}, where nodes correspond to lexical items, concepts or
the distance, the bigger the number of lexical objects in th@eanings and, usually, there are several kind of edges to
same semantic field (Rastier uses the term isotopy for thigialify a relation (synonymy, antonymy, hypernymy, ...);
[31)). (2) distributional lexical networksuch as 44] where two

In the framework of semantic analysis as outlined hergerms are linked with an edge provided they cooccur in a



corpus. In this kind of network there is only one type offield chosen. Syntagmatic and paradigmatic relations are

edge. essential for natural and flexible access to the words and
For semantic analysis, lexical networks are used onlpeir meaning. Michael Zock and Olivier Ferret have made

for lexical disambiguation. On the other hand, Jeaa very interesting proposal in this respegjt [

Veéronis, for example, showed that distributional networks

aresmall worldsand used this property to find every possi-4.3 Hybrid Representation of Meaning : Mixing Con-

ble meaning for a word44]. He made partitions on graphs ceptual Vectors and Lexical Network

to extract the different components organised around a hub

a c?ntt[al 'r;ode 0 whm? are I||r1kgd i(ra]rms used in a ‘:‘anfﬁeir recall is poor. It is difficult to represent all possible
context. For a semantic analysis, these components aiaiions petween all terms. Indeed, how can we repre-
exploited while searching for the partition containing theSent the fact that two terms are in the same semantic field?

words in the co-text of the target term. , They may be absent from the network, because they are
The direct exploitation of the graph structure is alsq,q; connected by “traditional” arcs. Introducing arcs of the
used with semantic network as a7, following works e “semantic field” is also problematic for us, because
of [2§]. Only synonymy edges are used, their function begt 16 reasons, implied by the fuzzy and flexible nature
ing to look for cliques around the target word. In the givenyt s yejation: (1) the first one is related to the database
disambiguation examples, the complementary use of digeator's understanding concerning this relation: when do
tributional data allows to guess the privileged meaning qf,, synsets belong to the same semantic field? In an un-

an adjective depending on the noun to which it is relateghoraple case there would be very few arcs, while in the
to. extreme, opposite case we could have an explosion of arcs;
With regard to the indirect use of the structure of thg2) the second and more fundamental problem is related to
graph, it is done step by step by mutual activations anghe representation itself. How could a fuzzy relation, the
excitation of the nodes to cause compatible solution t@ssence of a continuous field, be represented by discrete
emerge. 43], for example, use a technique inspired byglements?
"neural networks”on a graph made from dictionaries def-  Thys the continuous domain offered by conceptual vec-
initions while [24] built a network with words of a sentence o5 provides flexibilities that the discrete domain offered
and their possible meanings and edges weighted accordifgihe networks cannot. They enable us to see connections
to a similarity between definitions. Excitation of nodes igyetween words including less common ones. A network,
done with pagerank{ 3] algorithm. on the other hand, cannot do so, no matter how common
Very few authors use edge labels in their experimentshe ideas are. Conceptual vectors and thematic distance can
We have found only 7] who uses theLeacock and correct the weak recall inherent to lexical networks. This
Chodorow measurg21] on WordNet based ofs-arela-  peing so, conceptual vectors and lexical networks comple-
tions. mente each other, they are complementary tools: the weak-
nesses of one are alleviated by the strenght of the other.

’ While lexical networks offer unquestionable precision,

4.2.2 Limits of Lexical Networks

All these methods help to solve only one of the prob4-4 Automatic Construction of a Semantic Lexical
lems mentionned in sectidhi.e. lexical ambiguity. They Database
provide a way to make a preference concerning the mean- In order to model, detect and exploit lexical functions
ing of each word of a text taken individually. This lastfor a semantic analysis, we need to build a database which
feature makes it impossible to even obtain the compatiblglows to represent the meaning of as many words as pos-
paths of interpretation. By their very nature, it is hard taible. We call this database, semantic lexical Database
imagine how to extend the above mentioned methods {SLB). Let us present here quickly what kind of lexical ob-
order to solve at least one of the other problems. Indeejgcts are stored in the database, how they are linked and
they all consider that the important information to be foundhow the database is built. Our approach grounded on the
in the networks lie only in the node, whereas in reality theyollowing six hypotheses. For details, cons@8].
alsolie in the edges. However, as mentionned in Ba#t 2 The first hypothesishybrid representation of meaning
to find the relations between items in a statement can cobased on a mixture of thematic (conceptual vector) and lex-
tribute to the resolution of other types of ambiguity (e.gical approach (relations)s the consequence of the ideas
lexical ambiguity). developed in sectiod.3. Meaning is represented in the

Of course, this last comment has to be considered witthatabase by lexical objects, composed of a conceptual vec-
respect to the specifically used networks. In the previousr and lexical information like morphology, frequency
examples, none present both paradigmatic and syntagmatmncerning usage, lexical relations, etc. Each term of the
information as the network we manage to build. Neverexicon is represented as a lexical object callediCcAL
theless, some research converges towards this idea. Syrem.
tagmatic information is crucially lacking in a network like A lexical item is a pointer concerning the particular
WordNet. This phenomenon is known as teanis prob- meaning it can take in a text. To represent these mean-
lem The lexical itentracket is in one area whilecourr and  ings, our database stores one lexical object calteder-
<player are in others. Of course this is true, no matter whations for each (hypothesis linternal semantic relations



of a lexical iten). in our lexical database :

In classical dictionnaries like Larouss20] or Robert « for relevance evaluatignto allow evaluation of the
[32] for French, there are about 80000 terms, most ajlobal relevance of the database by checking the corre-
which are polysemous. In our experience on French, dealpondence between links existing in language compared to
ing with more than 120000 entries, the polysemy rate ithose existing in the base;
about 55%. For polysemous terms, there is an average ©for analysis to allow theAcCCEPTION selection to eval-

5 definitions for each entry, hence we would have to indenate whether two items in a text can be connected by a
about 40000@.ccePTIONS which would be unreasonable particular relation;

to be done manually. Hypothesis Ill is taatomatic gen- « for generationto help in finding the best lexical item to
eration of the ACCEPTIONS This automation is done by use in a particular situation, i.e. item with the best evalua-
bootstrapping from a reduced core of manually indexetion according to a lexical function.

ACCEPTIONS (approximately one thousand) and from in- ) ) o

formation extracted from heterogeneous sources like tradt-5-3  Thematic and Lexical Characteristic of LF

tional dictionaries, synonyms, antonyms dictionaries, Wel.5.3.a Relations of both Thematic and Lexical Charac-
sites, ... Athird kind of lexical object is defined by this hy-teristic. This types of relations can be partly modelled with
pothesis: aEXIE gathers all information extractable from thematic information (conceptual vectors) which require to
a definition. be supplemented by lexical information as we have shown

The fourth hypothesis is to usenaulti-source analysis with antonymy B9] and to a lesser extent with synonymy
in order to overcome the shortcomings of definitions (covf38g] and hypernymy18].
erage of the lexicon, metalanguage). Relations of both thematic and lexical characteristic ex-

The fifth hypothesis which allows the regular update ofst with the two types of LFs :
the base as well as the stabilization of the data is the idea_F for linguistic knowledge: They correspond to
of permanent learning Mel'¢uk’s paradigmatics. They are synonyms, antonyms

The last hypothesis, is thiouble loop It has been pre- and generics whose modelling for conceptual vectors is the
sented in previous publication87] [40] [38], namely that same as hypernyms;
not only a conceptual vector database could be improvedLF for world knowledge: They are hypernymy,
by using conceptual vectors obtained by the lexical funqhhyponymy, instance and the class function.
tions, but also that the results of these same functions ay

: L . °5.3.b Relations of a purely Lexical Characteristic.
clearly improved by the use of lexical information and therhese relations cannot be represented using thematic in-
corresponding vectors. Hence, not only do the functio

improve, but their results, exploited by the method of trai:f_%rmatmn._ we _d|_st|ngU|sh betvyeen:

: . .o LF for linguistic knowledge: apart from synonymy,

ing, can be used for new vector construction. The entire : .
antonymy and generics, all the LFLK are purely lexical.

srhey correspond, according to the typology @8]} to

he syntagmatic LF which model collocations which are,

S previously mentioned,cbmbinations of lexical items

which prevail on others without sign of logical reason.

As there does not seem to be any logical reason for these

relations, their nature being purely lexical.

« LF for world knowledge a majority of the LFWK are

4.5.1 Construction Lexical Functions purely lexical. For example, if we consider the meronymy

Construction LFsallow to build conceptual vectors "€lation, nothing in the theme of the iterand and-finger,
from ohers. We saw in sectidh4.2that LFs can help in "0 anything concerningnast andboar allows anyone to

semantic analysis. We will illustrate it here with an exam3U€ss that finger is part of the hand while mast is part of

ple on antonymy LFs. Let us consider the tetmsuitable the boat. In a similar vein, no linguistic information allows

“which is not suitable a definition extracted from the _to predict thatshovel is a typical instrument for perform-

French dictionary 20] for the term. It is obvious, that it M9 the action ofdigging (relationlnstr), or, that the place

is not enough to find the correatCEPTIONof the adjec- where spor_t act|V|t|es are typically carried out iss@adium

tive <suitable, in order to obtain an adequate conceptual ved' @ gymnasium(relationloc).

tor. In this particular case, a construction lexical function

of antonymy is necessary as we need to build an antony?n GENERALITIES ABOUT THE NETWORK

vector from-suitable. Likewise, in the case of the analy-  As we saw, the meaning representation of the lexical ob-

sis of a synonym dictionary, we will build the vector of ajects in the semantic lexical base uses partly relational na-

synonym thanks to a construction lexical function of synture information (cf. sectiod. 3). In the same way, whole

onymy. or part of the modeling of a LF always requires explicitly

specifying its relation in the semantic lexical base (cf. sec-

tion 4.5.3. These relations are thus stored in the seman-
Evaluation LFs measure the relevance of a lexical reldic lexical base. However, construction hypotheses of the

tion between several terms. These LFs have differents rolssmantic lexical database (SLB), the acquisition of these

which themselves grow richer due to their contribution t
the whole system.

Following this idea, we have developed a multi-age
system in order to build this database.

4.5 Modelling of Lexical Functions

4.5.2 Evaluation Lexical Functions



explicited relations is done automatically and thus canndxical objects of the semantic lexical base. Hence, we
be boolean in nature. This is why we use Valued Lexicatan use traditional dictionaries, as well as semantic rela-

Relations (VLR). tion dictionaries or corpora like the Web.
The relations extracted from these sources are, of
5.1 Valued Lexical Relations course, of unequal quality. Extraction from traditional

In traditional semantic networks, an arc links two nodeglictionarie§ or specialized _dictionarie; of synonymy or
if a semantic relation exists between the two terms WhicPintonymy is easy and of suitable quality, because attested

correspond to them. Thus, one finds a meronymy relgt_lrea(_jy by lexicographers. Au_tomatic ex’Fraction from cor-
tion betweerrleg and sbody or an antonymy relation be- pora is much more problematic, though it has become the

tween-brother and ssister while there should be none be- PJect Of much researcti g, [29), [S]. Thus, while one
tween-elephant and-sister OF betweenleg and-to steat might consider information as quasi-foolproof if it comes

The valued lexical relations (VLR) are not boolean anérom dictionaries, one cannot do the same if it is automati-

have a value which expresses the probability of existen&?”y exiracted from a corpus. Weighting can be helpful to

of a relation between two lexical objectEXICAL ITEMS, quantify the relevance of the discovered link.
ACCEPTIONS LEXIES). Thus, a VLRR is arelation which 522 VLR betweemCCEPTIONS

gives, for two lexical objects, a value between 0 and 1:
To be rigorously exact, one should not say that two
R :0%—1[0,1] (1) terms are related but rather that two of their accleption.s are
where o is the set of theLEXICAL OBJECTS The related. It would thus be necessary that the lexical objects
ACCEPTIONSare connected by VLR.

closer the value is to 1, the more likely is the existence According to hypothesis 111, objects construction of the

of the relation between the two items, and symetrically, . . . o
the closer the value to 0, the less likely the existence ng?xmal base is done automatically. Thus, itis by an auto

the relationship between the two items. If the value is dnatlc_wgy thatthe majority of the I|nI§s wil b.e created. Un-
Certainties related to these automatic creations make neces-

we can consider that the relation does simply not hold bes'?ry the use of VLR,
tween the two terms. For example, one can consider tha

Ranti(‘elephant,sister) = 0 or thatRuero(‘leg,plane) =0 52 3 | R between different lexical objects.

but Ranti(<brother,sister) and Ryero(<leg,<body) should be
close trgnl(l. ) erol ) Our approach is based on a three-level hierarclex-

Figure 1 presents an example of a valued lexical net.ES Which correspond to the meaning of a term based on a
work. It is clear that in our base, links with a zero valugP@rticular sourceACCEPTIONSwhich gather information

are not explicitly specified,unlike the one betweeq and ~concerning the differentexIies having the same mean-
«plane which is present as in this example. ing, and finally the.ExICAL ITEMS which gather all infor-

mation concerning theccepTIONSOf this specific term.
Network construction is made not only automatically from
a single source (hypothesis Ill), but from several sources
(hypothesis IV) and continuously (hypothesis V) to ensure
that the base become coherent due to the repeated crossings
of various information sources while at the end dubious,
idealized, onlyaccepTioNsshould be connected. Hence,
VLR can connect various lexical objects, including ones of
different type, during the network construction. One can
find information which makes it possible to connecex -
ICAL ITEM resulting from a dictionary with others from
the same dictionary, or som&XIES with SOmeLEXICAL
ITEMS, with someACCEPTIONS etc. None of these are
entirely foolproof, this is why it is wise to use VLRs.
Figure2 presents an example of a lexical network with
LEXICAL ITEMS andACCEPTIONS

6. LFs MODELLING
EXAMPLE OF VALUED LEXICAL NETWORK. 6.1 Construction and Evaluation LFs

6.1.1 Construction LFs

We have shown in sectioh 5.3the thematic and lexical
5.2 Why use VLR in our approach? characteristics of the LF. Creation of construction lexical
function depends on this characteristic.
« relations of both thematic and lexical characteristiee
According to hypothesis IV, known aswulti-source have shown that it is indeed possible to create such func-
analysis as a maximum number of sources is used to buildons for synonymy 38] and antonymy 39]. For hyper-

5.2.1 VLR betweenLEXICAL ITEMS.



Thus, we consider for all LF other than synonymy or
antonymy that the corresponding evaluation LF is com-
puted by using the following formula :

11
f= SRy 3)

This is the linear transformation from the interj@ld],
that one of VLR, to the interval0, 5], that of evaluation

Rl 08 LFs. This passage is linear since it is based on the assump-
O - tion that the more likely the relation the more important the
lexical item i
mus musculus corresponding VLR.
C Jaceept
R Fig.2: 6.1.3 Important Points
EXAMPLE OF LEXICAL NETWORK IN OURLSB - It is important to note that we clearly make a distinc-

tion between the explicit links in the LSB and the evalu-
ation of a relation between objects (with evaluation LFs).

) ) _ We use the former combined, for some relations, with con-
nymy and holonymy, it acts at the same time a d'ﬁ'C‘J'Eeptual vectors to compute the latter;

and useless operation. Indeed, we compute conceptual_ i is not because some LFs do not use conceptual vec-
vectors thanks to dictonaries which use aristotelian definjg, for modelling of their FLA that their VLR is not com-
tions i.e. ingenus(the hypernym) andifferentiae(differ-  ,taq using conceptual vectors. For example, we can use
ences between hypernym and hyponym) which is exactyyyceptual vectors to make a decision concerning the pref-
what could be done by a hypernymy function. A complet@ ence between thec cEPTIONSMOUSEnImalandmousé

demonstration can be found i&g]; _ computerfor the hypernymy VLR between the lexical items
« for relations of purely lexical kindsuch fonctions are . ce and<rodent becausenousénimal and <rodent share
impossible and useless to create. ideas about animals.

6.1.2 Evaluation LF 6.2 Neighbourhoud

An evaluation lexical function is a function which mea-6.2.1 Principle
sures the relevance of the corresponding relation between |, neighborhood functiofi’ is the function which re-

two lexical objects. The value range lies between 0 8nd i then closest EXICAL OBIECTS!O a lexical objeck
to be compatible with the evaluation LFs already present%{jccording to a ELF and the lexical objects; U °
(synonymy and antonymy) and with the thematic distance Y

in order to ease the calculations using these tools.

A lexical function f which evaluates the relevance of a FxoMxIN—o":
relation between the lexical objectandy according to the f,xur...,Up,n— E=V(f,x,u1,...,Un)
lexical objects;, . .. ,Zy has the following characteristics :

(4)

where ¥ is the set of evaluation lexical functions aod
the set of lexical objects. The functidi is defined by :

0?xa™— |0, g] XV Z,. . Zm— f=F(X,Y,21,...,Zm)

_ _ _ ) |V(f,%U,...,um)| =n,
whereo is the set of lexical objects. vy e V(f,xUr...,Un), VZ2¢ V(f,XUL,...,Un), (5)
For relations of a purely lexical characteristithe only f(XY,...,Um) < F(X,ZUg,...,Un)

information that we are likely to have is the existence prob-
ability of the relations on which the lexical object is depen- Neighborhood functions can be used for learning to
dent. We will consider that the evaluation is function of thecheck the overall relevance of the semantic base or to find
probability of the relation. the more appropriate word to use for a statement. Thus,
Evaluation LFfor relations of both thematic and lexical they give us new tools to access words through a proximity
characterare different according to the relations. We onlynotion to add to those described 5] and issued from
mention them briefly here since we have examined thepsycholinguistic considerations like form, part of speech,
previously. For synonymy and antonymy, we thus showenavigation in a huge associative network. They allow to
that evaluation LFs based on the vectors and the lexical obavigate in a continuous way rather than in a discrete way
jects exist. On the contrary, for hypernymy, hyponymy ands this is commonly done in semantic networks.
also instance or generic (which are close to the firsts), tfzse2 s E |
creation of such a function is impossibleg] [38]. Here e xamples
also, we consider, as for purely lexical characteristic func- We consider here that the generalization of the neigh-
tions, that the evaluation is function of relation probabilitypourhoud function can take as argument the thematic dis-
if it exists. tanceDa which is not a LF :



V(Anti, <death, 7)=(life> 0.4) (killer> 0.449) murderer cessus d'interpetation de€noné&s’. PhD thesis, Uni-
0.467) €blood sucker 0.471) strige 0.471) €to die 0.484) fto versié de Monteal, Montéal, Qebec, Canada, 2003.

live> 0.486) [2] Romaric BESANCON. "Intégration de connaissances
V(Dp, <death, 7)=(death 0) (murdered 0.367) fkiller> syntaxiques eté&nantiques dans les reégsentations
0.377) fage of life 0.481) ftyrannicide 0.516) ¢to kill> 0.579) vectorielles de texte These de doctorat (PhD. thesis),
(<deadt 0.582) Ecole Polytechniqueé¢érale de Lausanne, Laboratoire
d’Intelligence Artificielle, 2001.
7. APPLICATION FOR FRENCH [3] Sergey BRIN et Lawrence RGE. "The anatomy of a

We have implemented BLEXISMABase LEXicale large-scale hypertextual Web search engii@3mputer
SEmantique Multi-agent multi-agent semantic lexical Networks and ISD,N S’)’/st,enpm ,107,_11,7’ 1998‘
database), a multi-agent architecture which focuses on tHH Jacques BAUCHE. "Détermination émantique en
integration of all functionalities to create, enhance and ex- analyse structurelle : ‘une expence base sur une
ploit one or several Semantic Lexical Database. Our first definition de distance”. TAL Information pp 17-24,
experiment was on French. The database contained about!990- L .

121 000LEXICAL ITEMS, 276 000ACCEPTIONS 842 000 [°] Vincent Q.AVEAU. "Acquisition automatique de lex-
LEXIES and 503 000 VLR (essentially antonymy and syn- 1dues &mantiques pour la recherche d'informatfon
onymy). These de doctorat (PhD. thesis), Rennes |, 2003.

This experiment shows that the developpement of a suéPl_Alan COLLINS et Ross @ILLIAN. "Retrivial time
base is possible. It has been used for semantic analysis us{T0M sémantic memory”.Verbal learning and verbal
ing ant algorithms which allow the resolution of some of _Pehaviour pp 240-247, 1969.
the problems presented in sectidf86]. We showed how [6] ScottC. EERWESTERSusanT. DMAIS, Thomas N
it is possible to model lexical functions: construction LF LANDAUER, George W. [BRNAS, et Richard A.
to exploit synonymy and antonymy dictionaries and evalu- TARSHMAN. "Indexing by Latent Semantic Analysis”.
ation LFs based on VLR automatically built. Grounded on Journal of the American Society of Information Scignce

these last function a neighborhood can be performed for all_PP 391-407, 1990.

LFs. [7] Dominique DuTOIT. "Quelques oprations Sens—
texte et texte— Sens utilisant uneénantique linguis-
8. CONCLUSIONS AND PERSPECTIVES tique univerliste a priofi. Thése de doctorat (PhD. the-

] ] ] ) . sis), Universié de Caen, 2000.
We have presented in this article a Lexical Semantlf‘B] Christiane ELLBAUM . . WordNet: An Electronic Lex-
Database which permits to model, detect and exploit LeX- i Database The MIT Press. 1988.

ical Functions. We have presented its architecture con[vg] Olivier FERRET et Michael Zbck. "Enhancing Elec-
posed of three types of lexical objectEKICAL ITEM , AC- tronic Dictionaries with an Index Based on Associa-

CEPTION, LEXIE) Iinked by_materialised relations (VLR).  tions”. In the proceedings éfroceedings of the 21st In-
They are automatically built from heterogenous resources (grnational Conference on Computational Linguisfics

like dictionaries, thesaurus, synonymy and antonymy dic- pp 281-288, Sydney, Australia, July 2006.
tionaries. We presented construction LFs to build conce 10] Nlria GALA PAviA. "Une méthode non super-

tual vectors from these sources, evaluation LF to estimate \isae d'apprentissage sur le Web pour Esalution
the relevance of a relation between lexical objects and the d'ambiguites structurelles des au rattachement
neighborhood function which allows the database to be ex- prépositionnel. ”. In the proceedings BALN'2003 pp
plored continuously rather than in a classic discrete way. 353-358, Batz-sur-Mer, France, 2003.

The database presented here allows the use of LF farl] Jean-Jacquesi@SSNER Llinvention de I'&criture
both analysis and generation. Unlike classic semantic g,,n&rienne - systme de notation ou langage?Les
databases (Wordnet, MindNet or Cyc), relations between 5.tes de lecturepp 94-103, 2001.

terms are not only in the links but also in thematic aspec 2] John HAIMAN. "Dictionaries and encyclopedias”.
(conceptual vectors) and can be interpreted only through Lingua, pp 329-357, 1980.

lexical functions. _ o [13] Marti HEARST. "Automatic Acquisition of Hy-
We are currently following the same principle to de- ponyms from Large Text Corpora”. In the proceedings

velop a multilingual project between French, English and 4t co| ING'1992 pp 539-545, Nantes, France, 1992.

Malay. As in Papillon 22, the idea is to etablish links [14] Dirk HEYLEN, Kerry G. MAXWELL, et Marc VER-

between axies (interlingual acceptions). HAGEN. "Lexical functions and machine translation”. In

the proceedings dEOLING’1994 volume 1, pp 1240-
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