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Abstract. Partial constraint satisfaction [5] was widely studied in the 90's, and notably Max-CSP solving algorithms [21, 20, 1, 10]. These algorithms compute a lower bound of violated constraints without using propagation. Therefore, recent methods focus on the exploitation of propagation mechanisms to improve the solving process. Soft arc-consistency algorithms [11, 18, 19] propagate inconsistency counters through domains. Another technique consists of using constraint propagation to identify conflict-sets which are pairwise disjoint [16]; the number of conflict-sets extracted leads to a lower bound. In this paper, we place this technique in a more general context. We show this technique reduces to a polynomial case of the NP-Complete Hitting Set problem. Conflict-sets are chosen disjoint to compute the lower bound polynomially. We present a new polynomial case where the conflict-sets share some constraints, and a third case which is not polynomial but such that the cardinality of the Hitting Set can be reasonably under estimated. For each one we provide the algorithm and a schema to generate incrementally the conflict-set collection. We show its extension to weighted CSPs.

1 Introduction

A Constraint Network \( \mathcal{R} \) is a triplet \((\mathcal{X}, \mathcal{D}, \mathcal{C})\) where \( \mathcal{X} \) is a set of variables and \( \mathcal{D} \) is a set of domains such that a domain \( D(x) \) is associated with each \( x \in \mathcal{X} \). \( D(x) \) defines the values that can be assigned to \( x \). \( \mathcal{C} \) is a set of constraints. Each constraint expresses a restrictive property on a subset of variables. The Constraint Satisfaction Problem (CSP) consists of finding a complete assignment of values to variables in \( \mathcal{X} \) such that no constraint is violated.

However, it often happens that a CSP has no solution. In this case the goal is to find a good compromise and some constraints can be violated according to certain rules. The Maximal Constraint Satisfaction Problem (Max-CSP) consists of finding an assignment of values to variables which minimizes the number of
violations (i.e., the number of constraints violated by the solution). The propositional logic formulation of this problem is Max-SAT [6]. Although this framework is very simple, at least two strong arguments motivate the study of algorithms for solving Max-CSP: 1. the existence of sub-problems of real-world applications which correspond to Max-CSPs. 2. the ability to encapsulate these sub-problems into global constraints where the solving algorithms are integrated as filtering algorithms [15, 13].

Existing algorithms for Max-CSP are basically designed to follow a branch-and-bound schema. Branch and Bound is not required and any search algorithm can be adapted [16] but it is simpler to present the algorithms in this way. A depth first exploration of the search tree is performed, where internal nodes represent partial assignments of values to variables. A leaf that ends a branch of \(|X|\) nodes corresponds to a complete assignment. At each node, \(P\) (past) denotes the set of variables having a domain of size one (we call them instantiated variables) and \(F\) (future) denotes \(X \setminus P\). We call distance the number of constraints such that all the variables involved in these constraints are in \(P\) and which are violated. The goal is then to minimize the objective UB which is the best number of violations of a complete assignment found so far. If a node is such that distance \(\geq UB\) then it is not useful to continue the search below this node. Any complete assignment extended from this current partial assignment will not improve UB. This condition is improved by the computation of an underestimation LB (lower bound) of the minimal distance of any leaf of depth \(|X|\) located below the current node. Obviously \(LB \geq distance\), because distance is the exact number of violated constraints which involve instantiated variables. If \(LB \geq UB\) then it is not useful to continue the search below the current node because we will not improve the best solution found so far. Note that the lower bound \(LB\) can also be used in filtering algorithms\(^1\) [10].

Recent works focus on the exploitation of propagation mechanisms to improve the value of \(LB\), through soft arc-consistency algorithms ([11, 18, 19], initially introduced in [4]) or by using conflict-set based algorithms [16]. These methods detect violations which are ignored by the previous reference algorithm PFC-MRDAC [10]. The conflict-set based lower bound for Max-CSP was also proven to be combinable with the lower bound computed by PFC-MRDAC.

In this paper, we propose new conflict-set based algorithms. Firstly, we recall some definitions about conflict-sets in CSPs. We show that the technique initially presented in [16] is a particular polynomial case of a NP-Complete problem. Then, we present a second polynomial case which leads to a new lower bound of the number of violations, computed from a matching algorithm. We propose a third algorithm for a case which is not polynomial but such that a good approximation can be computed. We show how to generate incrementally the different collections of conflict-sets. We show the extension to weighted CSPs.

\(^1\) We define here a filtering algorithm as an algorithm which removes from the domains of future variables the values which cannot belong to a solution.
2 Conflict-set Detection

A conflict-set is a set of constraints that leads to a contradiction [9]. No feasible solution contains a conflict-set. In this paper we consider a sub-class of conflict-sets, formed by the conflict-sets which can be identified by propagating constraints. For sake of clarity, we assume that all the filtering algorithms of the constraints enforce arc-consistency. In all definitions and theorems above we will consider a constraint network \( R = (X, D, C) \).

**Notation 1** Let \( K \subseteq C \). \( X[K] \) is the subset of variables in \( X \) which occur in at least one constraint of \( K \). The set of domains of variables in \( X[K] \) is denoted by \( D[K] \).

**Notation 2** \( D' \subseteq D \) means \( \forall x_{i_k} \in X, D'(x_{i_k}) \in D' \) satisfies \( D'(x_{i_k}) \subseteq D(x_{i_k}) \).

**Definition 1.** Let \( C \in C \) defined on variables \( \text{var}(C) = \{x_{i_1}, \ldots, x_{i_k}\} \). An element of \( D(x_{i_1}) \times \ldots \times D(x_{i_k}) \) is called a tuple of \( \text{var}(C) \). Value \( v \) for variable \( x \) is denoted \( (x, v) \). A tuple \( \tau \) of \( \text{var}(C) \) is valid if \( \forall (x, v) \in \tau, v \in D(x) \). Value \( v \in D(x) \) is consistent with a constraint \( C \) iff \( x \notin \text{var}(C) \) or \( \exists \tau \) valid such that \( (x, v) \in \tau \). \( v \) is arc-consistent iff \( \forall C \in C, v \) is consistent with \( C \). A domain \( D(x) \) is arc-consistent iff \( D(x) \neq \emptyset \) and all values in \( D(x) \) are arc-consistent. Then we say that \( x \) is arc-consistent. \( R \) is arc-consistent iff all variables in \( X \) are arc-consistent. \( R \) is arc-inconsistent iff \( \forall D' \subseteq D, R' = (X, D', C) \) is not arc-consistent.

**Definition 2.** Let \( K \subseteq C \). \( K \) is a conflict-set of \( C \) iff \( R[K] = (X[K], D[K], K) \) has no solution.

We will extract conflict-sets from a set of constraints by propagating successively the constraints until a failure occurs (when a domain is emptied).

**Definition 3.** Let \( K \subseteq C \). \( K \) is an AC-Conflict-set of \( C \) iff \( R[K] = (X[K], D[K], K) \) is arc-inconsistent.

Now we define what is an AC-conflict-set minimum "by inclusion":

**Definition 4.** A minAC-Conflict-set \( K \) is an AC-Conflict-set such that \( \forall C \in K, (K \setminus \{C\}) \) is not an AC-conflict-set.

It is possible to reduce an AC-Conflict-set to a minAC-Conflict-set with efficient polynomial algorithms [7, 8]. The principle is described in section 4.1.

3 Conflict-set Based Lower Bounds for Max-CSP

In all this section we will consider only minAC-Conflict-sets.
3.1 Principle

From definition 2 we know that the existence of one minAC-conflict-set leads to at least one violation. The intuitive idea is to identify several minAC-conflict-sets to compute a lower bound of violations. Such conflict-sets will be extracted from the constraints involving some future variables (for each constraint involving only instantiated variables we know whether it is satisfied or not: either we have a conflict-set of size one, either the constraint does not belong to a minAC-Conflict-set. The constraint is taken into account in the distance).

It is not safe to use the cardinality of a set of minAC-conflict-sets as a lower bound because of the constraints common to several conflict-sets. Consider the following example:

**Example 1.** Let \( D(x_1) = D(x_2) = D(x_3) = D(x_4) = \{0, 1, 2, 3\} \), \( C = \{C_1, C_2, C_3, C_4, C_5\} \) where: \( C_1 = [x_1 < x_2] \), \( C_2 = [x_2 < x_3] \), \( C_3 = [x_3 < x_1] \), \( C_4 = [x_3 < x_4] \), \( C_5 = [x_4 < x_2] \).

Two minAC-conflict-sets have a common constraint, \( K_1 = \{C_1, C_2, C_3\} \) and \( K_2 = \{C_2, C_4, C_5\} \), and the CSP defined by \( R = (X, D, C) \) has a solution which violates exactly one constraint, \( C_2 : \{x_1, 1\}, \{x_2, 2\}, \{x_3, 0\}, \{x_4, 1\} \).

In this example the necessary condition of existence of a solution which violates only one constraint is that \( C_2 \) is common to the two minAC-conflict-sets. If such a solution exists then the violated constraint is necessarily \( C_2 \). More generally, the problem of evaluation of the minimum number of violations \( LB \) induced by a set of minAC-Conflict-sets is a hitting problem. We search for the minimum number of constraints required to match all the minAC-Conflict-sets. This is the Hitting Set [6] problem: given a collection of subsets of a set \( E \), the goal is to find a cover \( E' \subseteq E \) of minimum size of the collection of subsets. In our context this size is a lower bound.

The Hitting Set problem is NP-Complete but it would be wrong to conclude that this complexity forbids us to use conflict-set to compute a lower bound of violations for Max-CSP. According to some particular properties of the collection of minAC-Conflict-sets generated it is possible to compute polynomially or to approximate the lower bound. This remark is enforced by the fact that the number of conflict-sets can itself be huge: it is not reasonable to generate all of them. Therefore, we can build a specific set of minAC-Conflict-sets that respects some properties. In the remaining of this section we will present different collections of minAC-Conflict-sets and the algorithms used to compute the lower bound \( LB \).
3.2 Disjoint Conflict-Sets

Régin et al. [15] suggested to guarantee the independence of violations counted for each minimal AC-Conflict-set by considering a collection $\Psi$ of conflict-sets disjoint one another. Since the conflict-sets have no constraint in common, the $LB$ is equal to the number of conflict-sets in the collection. The property of having minimal AC-Conflict-set is not necessary but leads to a better lower bound: the smaller are the conflict-sets computed, the greater is the set of constraints that can be used to compute new ones. Finally the number of conflict-set generated should also be greater. We denote by $\Psi$ the collection of disjoint minAC-Conflict-Sets.

```plaintext
computeLB(\Psi) {
    return |\Psi|;
}
```

This technique has proven to detect inconsistencies ignored by the best ”non-propagating” algorithm PFC-MRDAC [10]. For instance, cycles of inequalities that occur in scheduling problems (precedence constraints). They can be detected because they form conflict-sets, whereas they are ignored by PFC-MRDAC.

![Diagram of conflict-sets](image)

$C_1 = [x_1 < x_2]$

$C_2 = [x_2 < x_3]$

$C_3 = [x_3 < x_1]$

$D(x_1) = D(x_2) = D(x_3) = \{1,2,3\}$

Value 2 in each domain does not violate directly the constraint. Propagation is required to detect the violation.

A method for combining this bound with the one of PFC-MRDAC is proposed in [16]. The principle of this combination can be applied with no restriction to all the other collections of minimal AC-Conflict-sets presented in this paper.

3.3 Constraints Common to At Most Two Conflict-sets

Assume that given two conflict-sets, no restriction is made on the total number of constraints they share, but each of these constraints do not belong to a third conflict-set. In this case we can represent the collection by a graph:
- Vertices are conflict-sets,
- Each edge represents a constraint or a set of constraints shared by two conflict-sets (the two conflict-sets are represented by the two incident vertices of the edge).

\[ CS_1 = \{C_1, C_2, C_3\} \]
\[ CS_3 = \{C_6, C_8, C_{11}\} \]
\[ (C_6, C_8, C_{11}) \]
\[ CS_2 = \{C_1, C_2, C_4, C_5, C_6\} \]
\[ (C_1, C_2) \]
\[ CS_4 = \{C_5, C_8, C_{11}, C_{16}\} \]
\[ (C_6) \]
\[ (C_5) \]
\[ CS_5 = \{C_{14}, C_{16}\} \]

The lower bound can be computed by a polynomial algorithm. Indeed, the problem consists of finding an Edge Cover of the graph. In the Edge Cover problem the goal is to find the minimum number of edges required to cover all the vertices. In [12, 6] the Edge Cover problem is mentioned to be solvable by matching algorithms. Let us go further in details. We call \( d(x) \) the number of edges incident to a vertex \( x \) in a graph \( G \) (the degree of \( x \)).

**Definition 5.** Let \( G = (X, E) \) be a graph. A matching is a subset \( E' \subseteq E \) such that no two edges in \( E' \) have a vertex in common. \( |E'| \) is called the cardinality of the matching. A matching of maximum cardinality \( \mu \) is called a maximum matching.

**Theorem 1.** : Norman and Rabin, 1959 [14]

Let \( G = (X, E) \) be a graph. Let \( \mu \) be the cardinality of a maximum matching in \( G \). \(|X| - \mu \) is the cardinality of a minimum edge cover in \( G \).

We propose a proof that gives the intuitive idea of the result:

**Proof:** Let \( E' \) be an edge cover of minimal cardinality \( |E'| \). Let \((u, v) \in E'\). Consider \( G' = (X, E') \). Then either \( d(u) = 1 \) or \( d(v) = 1 \) in \( G' \). If it was not the case \( E' \) would not be minimal, since by removing \((u, v)\) we would obtain another edge cover. If we remove from each vertex of degree \( > 1 \) all its incident edges but one then we obtain a matching \( M \) of cardinality \( m \). Each of the \( m \) edges of this matching covers two vertices, so the matching covers \( 2 \times m \) vertices. By definition to cover any vertex which does not belong to \( M \) one edge is necessary, that is to cover all of them, \(|X| - 2 \times m \) edges are necessary. So \(|E'| = m + |X| - 2 \times m = |X| - m \). By definition of a maximum matching of cardinality \( \mu' \) in \( G' \) we have \( m \leq \mu' \). Since \( G \) contains more edges than \( G' \) we have a fortiori \( m \leq \mu \). Consequently, \(|E'| \geq |X| - \mu \) (1). Moreover, let \( M \) be a maximum matching of cardinality \( \mu \). \( 2 \times \mu \) vertices are covered by \( M \) and \(|X| - 2 \times \mu \) vertices remain. Select one edge incident to each vertex that does not belong to the matching. The second vertex of such an edge necessary belongs to the matching. Indeed, if it was
not the case then the matching would not be maximum since by adding the edge we
would obtain a matching of cardinality $\mu + 1$. Finally, if we add the selected edges to the
ones of the matching we obtain an edge cover. Its cardinality is $\mu + |X| - 2*\mu = |X| - \mu$.
We deduce $|E'| \leq |X| - \mu$ (2). From (1) and (2) we know that $|X| - \mu$ is exactly the
cardinality of a minimum edge cover.

The following algorithm is stem from this theorem. $\mathcal{E} = \{K_1, \ldots, K_{|\mathcal{E}|}\}$ denotes
a set of conflict-sets and $E$ the set of edges, each one representing a non empty
intersection between two conflict-sets. If the graph has some isolated vertices,
we just need to count them and add their number to the lower bound, because
each one corresponds to a disjoint conflict-set.

$$\text{compute}LB(G = (\mathcal{E}, E)) \{$$
$$LB \leftarrow 0$$
$$\text{for each } x \in \mathcal{E} \text{ s.t. } d(x) = 0 \text{ do}$$
$$LB \leftarrow LB + 1;$$
$$\mathcal{E} \leftarrow \mathcal{E} \setminus \{x\};$$
$$\mu \leftarrow \text{cardinality of a maximum matching in } G;$$
$$LB \leftarrow LB + |\mathcal{E}| - \mu;$$
$$\text{return } LB;$$
$$\}$$

Any number of constraints can be shared by two conflict-sets (violating one
of them is sufficient to cover the two conflict-sets). This property enforces the
interest of such a computation. The complexity for computing a matching on a
bipartite graph $G = (\mathcal{E}, E)$ is $O(|E| \cdot \sqrt{|\mathcal{E}|})$ [2]. When constraints are common
to more than two conflict-sets the problem is not polynomial.

### 3.4 Unary Intersection between Pairs of Conflict-Sets

The **Hitting Set** problem remains NP-Complete even when the considered
subsets have a size of at most 2 [6]. We deduce that, more generally, even in
the case where any intersection between two minAC-Conflict-set is empty or
a singleton computing the lower bound remains NP-Complete. We propose to
under-estimate the cardinality of the minimum number of constraints required
to cover all the minAC-Conflict-sets.

Let $G = ((C, \mathcal{E}), E)$ the bipartite graph\(^2\) such that an edge is defined between
a constraint $C$ and a conflict-set $K \in \mathcal{E}$ iff $C \in K$. Let us order the constraints by
decreasing degrees in $G$. The degree is the number of incident edges of a vertex.
Consider the subset $C'$ of the first constraints such that:

- The sum of degrees of constraints in $C'$ is greater or equal than $|\mathcal{E}|$
- $\forall C'' \subset C'$ the sum of degrees is strictly less than $|\mathcal{E}|$.

\(^2\) A graph $G = ((X, X'), E)$ is bipartite iff $\forall e = (u, v) \in E$, either $u \in X$ and $v \in X'$
or $u \in X'$ and $v \in X$. 

\[\text{compute}LB(G = (\mathcal{E}, E)) \{\]
In any graph the minimal possible number of constraints required to cover all the conflict-sets cannot be less than $|C|$. Therefore the cardinality of $C'$ is a lower bound. This technique can be applied in the general case but it should be precise only when (almost all) intersections are unary.

\[
\text{computeLB}(G = ((C, \Psi), E)) = \{
\begin{array}{l}
    LB \leftarrow 0; \\
    \text{sumDeg} \leftarrow 0; \\
    L \leftarrow \text{list of constraints } \in C \text{ ordered by decreasing degree in } G; \\
    \text{while } \text{sumDeg} < |\Psi| \text{ do} \\
        \quad \text{pick and remove the first constraint } C \text{ from } L; \\
        \quad \text{sumDeg} \leftarrow \text{sumDeg} + \text{degree of } C; \\
        \quad LB \leftarrow LB + 1; \\
    \text{return } LB;
\end{array}
\]

Given $\Psi$, the complexity of this algorithm is $O(|C|)$. Note this approximation can be related to the minimum constraint family algorithms presented by Beldiceanu [3].

4 Generation of Collections

In this section we discuss the generation of the set $\Psi$ of minAC-Conflict-sets useful to compute the lower bound $LB$, according to the property we want to maintain: disjoint conflict-sets, constraints shared at most once, unary intersections between pairs of conflict-sets. We present an incremental schema based on the concepts presented in [17] for disjoint conflict-sets. We maintain two sets:

- $A \subseteq C$ the set of constraints available to compute new conflict-sets.
- $\Psi$ the current collection of conflict-sets.

Initially, when the search starts, $\Psi = \emptyset$ and $A = C$. The first function useful to all the algorithms we present is the one used to maintain AC-Conflict-sets which are min-AC-Conflict-sets.

4.1 Minimizing AC-Conflict-sets

**Notation 3** Given a set of constraint $A$ and a total order $\sigma$ on the constraints, we denote by $A_{\sigma}$ the set containing all constraints in $A$ ordered by $\sigma$.

The function computeAC-Conflict-Set($A_{\sigma}$) returns the set $K$ of the $k$ first constraints in $A_{\sigma}$ such that the network $R[K_{\sigma}]$ is arc-inconsistent and the network obtained by considering $K_{\sigma}$ but its last constraint $C_{last}$ is arc-consistent (this function will be described in section 4.2.2 because it depends on each collection). $K$ forms a conflict-set but it is not necessarily minimal. We only know that $C_{last}$ belongs to the minimal conflict-set we will finally extract from $K$. 
Therefore, the following schema is then repeated successively: we consider a new order \( \sigma' \) on constraints deduced from the previous one by placing last constraint in the conflict-set at the first position. \( \mathcal{K} \) is assigned with the result of \textsc{computeAC-Conflict-Set}(\( \mathcal{K}_{\sigma'} \)). The new conflict-set obtained may be smaller than the previous one if a domain has been emptied by propagating a smaller number of constraints, because the ordering has changed.

The schema stops when the last constraint in the conflict-set is again \( C_{last} \). A complete turn has been made. By construction the last AC-Conflict-set generated cannot be reduced more. It is a minAC-Conflict-set.

### 4.2 Incremental Generation

At each node, we will first remove some constraints from \( \Psi \) and add them to \( \mathcal{A} \). This step is required if we need to maintain conflict-sets which are minimal. The principles are explained below.

#### 4.2.1 Removal of Constraints from the collection \( \Psi \)

When a minAC-Conflict-set \( \mathcal{K} \) is generated and added to \( \Psi \), it is such that \( \forall C \in \mathcal{K}, (\mathcal{K} - \{C\}) \) is not an AC-conflict-set. However, when we continue the search, domains of variables may be reduced. The previous AC-Conflict-sets remain AC-conflict-sets but they are not necessarily minimal. From these two properties we can update the previous set of conflict-sets \( \Psi \) instead of recomputing it from scratch.

In this section we focus on the constraints that can be removed from \( \Psi \) to be re-added to \( \mathcal{A} \). Next section will focus on the generation of new conflict-sets from the updated set \( \mathcal{A} \). We consider that minAC-Conflict-sets are required.

#### A. General Schema

We first describe a general algorithm common to all collections. This algorithm calls \textsc{updateCtData}, a function specific to each collection. This function is used to update some data required to maintain the property defining the collection. It will described just after for each collection (see paragraphs B., C., D.). The algorithm uses also the \textsc{computeMinAC-Conflict-Set} function defined in section 4.1.

\[
\text{updateData}(\Psi, \mathcal{A}) \{
    \text{for each } \mathcal{K} \in \Psi \text{ do }
    \quad \mathcal{K}' \leftarrow \text{computeMinAC-Conflict-Set}(\mathcal{K});
    \quad \Psi \leftarrow (\Psi \setminus \{\mathcal{K}\}) \cup \{\mathcal{K}'\};
    \quad \text{for each } C \in \mathcal{K} \setminus \mathcal{K}' \text{ such that } C \notin \mathcal{A} \text{ do }
    \quad \quad \mathcal{A} \leftarrow \mathcal{A} \cup \{C\};
    \quad \quad \text{updateCtData}(\mathcal{K}, \mathcal{K}');
    \quad \text{return } (\Psi, \mathcal{A});
\}
\]

The complexity is \(|C|^2\) times the cost of propagating a constraint (the worst case, when the size of \( \mathcal{A} \) is negligible compared with \( \Psi \)). Indeed as we will
see the cost of the \texttt{UPDATECtDATA} procedure is not significant. Note that in the case of a collection of disjoint conflict sets it is not required to have minimal AC-Conflict-sets; to obtain a cheaper computation we may replace the call to \texttt{COMPUTEMINAC-CONFLICT-SET}(\mathcal{K}) by a call to \texttt{COMPUTEAC-CONFLICT-SET}(\mathcal{K}, \sigma) with any order \sigma. Now, let us define the \texttt{UPDATECtDATA} procedure according to each collection.

\section*{B. Disjoint Minimal Conflict Sets} In this case it is not required to store anything concerning the constraints.

\texttt{UPDATECtDATA}(\mathcal{K}, \mathcal{K}') \{ \}

\section*{C. Constraints Shared at Most Once} In this case we will maintain for each \( \mathcal{C} \in \mathcal{A} \) the number of conflict-sets where it appears. For sake of clarity we consider a global data structure such that for each constraint \( C \in \mathcal{C} \) the value \( \#\text{CS}(C) \) is the number of conflict-sets \( K \in \Psi \) such that \( C \in K \).

\texttt{UPDATECtDATA}(\mathcal{K}, \mathcal{K}') \{
    \text{for each } C \in \mathcal{K} \setminus \mathcal{K}' \text{ do}
    \quad \#\text{CS}(C) \leftarrow \#\text{CS}(C) - 1;
\}

\section*{D. Unary Intersection between Pairs of Conflict-sets} In this case we will maintain the bipartite graph \( G = ((\mathcal{C}, \Psi), E) \) such that an edge is defined between a constraint \( C \) and a conflict-set \( K \in \Psi \) iff \( C \in K \). By removing edges we keep stable on the property of having unary intersections. For sake of clarity we consider the graph as a global structure.

\texttt{UPDATECtDATA}(\mathcal{K}, \mathcal{K}') \{
    \text{remove vertex } K \text{ from } G \text{ and all its incident edges;}
    \text{add a new vertex } K' \text{ to } G;
    \text{for each } C \in \mathcal{K}' \text{ do}
    \quad \text{add } (C, K') \text{ in } E;
\}

\subsection*{4.2.2 Generation of Conflict-sets from the set \( \mathcal{A} \)} In this section we describe how to increase the size of the collection \( \Psi \) from the set of available constraints \( \mathcal{A} \).

\section*{A. General Schema} The algorithm uses a sub-routine that checks if a set of constraint \( \mathcal{K} \) is an AC-Conflict-set (by achieving arc-consistency). We call this sub-routine \texttt{ISAC-CONFLICT-SET}. Each conflict-set detected in \( \mathcal{A} \) is added to \( \Psi \), and \( \mathcal{A} \) and eventually the global structures are updated. The function used to extract an AC-Conflict-set with respect to the properties required by the collection is called \texttt{COMPUTEAC-CONFLICT-SET}. The function used to update \( \mathcal{A} \) and
the global data with respect to the collection is called \texttt{updateAfterGenerate}. It takes \texttt{A} and the current extracted conflict-set \texttt{K} as argument. These two functions are specific to each collection and will be described later. Beforehand, we define the common part, that is, the algorithm \texttt{computeCollection} used to generate a collection of min-AC-Conflict-sets. The order \texttt{\sigma} on constraints is arbitrary, but we keep it to have only one definition of \texttt{computeAC-Conflict-Set} in the paper (see section 4.1).

\begin{verbatim}
computeCollection(\texttt{A}_\sigma, \texttt{\Psi}) {
    \texttt{K} \leftarrow \texttt{computeAC-Conflict-Set}(\texttt{A}_\sigma);
    \textbf{while} \texttt{K} \neq \emptyset \textbf{do}
    \hspace{1em} \texttt{K} \leftarrow \texttt{computeMinAC-Conflict-Set}(\texttt{K});
    \hspace{1em} \texttt{\Psi} \leftarrow \texttt{\Psi} \cup \{\texttt{K}\};
    \hspace{1em} \texttt{\texttt{A}}_\sigma \leftarrow \texttt{updateAfterGenerate}(\texttt{A}_\sigma, \texttt{K});
    \hspace{1em} \texttt{K} \leftarrow \texttt{computeAC-Conflict-Set}(\texttt{A}_\sigma);
    \textbf{return} (\texttt{A}_\sigma, \texttt{\Psi});
}
\end{verbatim}

\textbf{B. Disjoint Minimal Conflict Sets} The constraints in \texttt{A}_\sigma are successively added until a failure occurs.

\begin{verbatim}
computeAC-Conflict-Set(\texttt{A}_\sigma) {
    \texttt{K} \leftarrow \{\text{first constraint} \texttt{C} \text{ in } \texttt{A}_\sigma\}
    \texttt{\texttt{A}}_\sigma \leftarrow \texttt{A}_\sigma \setminus \{\texttt{C}\}
    \textbf{while} \neg \texttt{isAC-Conflict-Set}(\texttt{K}) \land \texttt{A} \neq \emptyset \textbf{do}
    \hspace{1em} \texttt{K} \leftarrow \texttt{K} \cup \{\text{first constraint} \texttt{C} \text{ in } \texttt{A}_\sigma\}
    \hspace{1em} \texttt{\texttt{A}}_\sigma \leftarrow \texttt{A}_\sigma \setminus \{\texttt{C}\}
    \hspace{1em} \textbf{if} \neg \texttt{isAC-Conflict-Set}(\texttt{K}) \textbf{then return } \emptyset;
    \textbf{return} \texttt{K};
}
\end{verbatim}

All the constraints of the minAC-Conflict-set \texttt{K} are removed from \texttt{A}.

\begin{verbatim}
updateAfterGenerate(\texttt{A}_\sigma, \texttt{K}) {
    \texttt{\texttt{A}}_\sigma \leftarrow \texttt{A}_\sigma \setminus \texttt{K};
    \textbf{return} \texttt{A}_\sigma;
}
\end{verbatim}

The complexity of the \texttt{computeCollection} algorithm is \(|\texttt{A}_\sigma|^2\) times the cost of propagating a constraint.

\textbf{C. Constraints Shared at Most Once} The function \texttt{computeAC-Conflict-Set}(\texttt{A}, \sigma) is identical to the previous one. The condition for removing a constraint \texttt{C} from \texttt{A} depends on value of the accessor \texttt{\texttt{\#CS}(C)}, which gives the number of conflict-sets \texttt{K} \in \texttt{\Psi} such that \texttt{C} \in \texttt{K}. \texttt{\texttt{\#CS}(C)} (see section 4.2).
updateAfterGenerate($A$, $K$) {
    for each $C \in K$ do
        $\#CS(C) \leftarrow \#CS(C) + 1$;
        if $\#CS(C) = 2$ then $A \leftarrow A \setminus \{C\}$;
        return $A$;
}

The order of complexity is the same as in the disjoint case.

D. Unary Intersection between Pairs of Conflict-sets In this case the algorithm used to compute each conflict-set must verify that all intersections with existing conflict-sets are unary. We use the bipartite graph $G = ((C, \Psi), E)$ such that an edge is defined between a constraint $C$ and a conflict-set $K \in \Psi$ iff $C \in K$. It is defined as a global structure. This graph is useful to compute the lower bound and in the algorithm below it is used to check if constraints belong to conflict-sets.

computeAC-Conflict-Set($A$) {
    $K \leftarrow \emptyset$;
    $C \leftarrow$ first constraint $C$ in $A$
    $A \leftarrow A \setminus \{C\}$
    add $\leftarrow$ true;
    while $\neg isAC-Conflict-Set(K) \land A \neq \emptyset$ do
        for each $C' \in K$ s.t. $C' \neq C$ do
            if $\exists K' \in \Psi; C, C' \in K'$ then
                add $\leftarrow$ false;
                if add then $K \leftarrow K \cup \{C\}$;
            $C \leftarrow$ first constraint $C$ in $A$
            $A \leftarrow A \setminus \{C\}$
            add $\leftarrow$ true;
            if $\neg isAC-Conflict-Set(K)$ then return $\emptyset$;
        return $K$;
    }

The updateAfterGenerate function updates $G$ with each new conflict-set. Initially, when we start the search, $G$ contains all constraints as isolated vertices.

updateAfterGenerate($A$, $K$) {
    add a new vertex $K$ to $G$;
    for each $C \in K$ do
        add $(C, K)$ in $E$;
    return $A$;
}

The order of complexity of the computeCollection algorithm remains $|A|^2$ times the cost of propagating a constraint.
5 Perspectives: Weighted CSP

We recall that Weighted CSP [5] is the framework where a weight is associated with each constraint and the goal is to minimize the sum of weights of violated constraints. Adapting the approach of disjoint conflict-sets to weighted CSPs just consists of counting the weight of a constraint of minimal weight in each minAC-Conflict-Set instead of counting one. When constraints can be shared by conflict-sets, it is also possible to adapt the framework to the weighted case. Consider two minAC-Conflict-sets that share at least one constraint. To perform the sum of weights, it is not safe to consider only the constraints common to these two conflict-sets. Indeed, it may exist two constraints which do not belong to the intersecting set and such that their sum of weights is less than the minimum existing weight of a constraint in the common set. Therefore the contribution of these two conflict-sets will be the minimum value obtained by comparing the minimal weight of a constraint shared by the two conflict-sets and the sum of the two minimal weights of constraints in the conflict-sets, one per conflict-set. Since we only compute the cardinality of an edge cover, for each conflict-set we will consider the minimum value over all the possible intersections. In this way it is possible to obtain a lower bound of the sum of weights of any complete assignment below the current node. Since we can only take the minimum weight into account the LB may likely suffer. Experimentation is needed. Therefore this extension should be considered as an interesting topic for future work.

6 Conclusion

We proposed a general conflict-set based framework for computing a lower bound of violations in a Max-CSP that extends the algorithms proposed in [16]. We presented a schema to generate incrementally the conflict-set collection and to compute incrementally the lower bound. We discussed the extension to weighted CSPs.
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Max-CSP can be encoded as a Weighted CSP where all the constraints have a weight equal to one.