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TED and EVA: Expressing Temporal Tendencies among
Quantitative Variables using Fuzzy Sequential Patterns

Céline Fiot, Florent Masseglia, Anne Laurent, and Magueé Teisseire

Abstract— Temporal data can be handled in many ways for identification failures preceed one request to faigd.php
discovering specific knowledge. Sequential pattern minings  followed later by few requests to magcount.php

one of these relevant approaches when dealing with tempotgl But these patterns model neither the evolution of the
annotated data. It allows discovering frequent sequencesed- . . .

ded in the records. In the access data of a commercial Web sjte numerlc_al values of the att_rlbutes In the dataset nor the
one may, for instance, discover that 5% of the users request the COrrelations between evolutions of attribute values (what

page register.php 3 times and then request the page helpthtm we will call co-evolutionin this paper). Moreover a fuzzy
However, symbolic or fuzzy sequential patterns, in their carent  sequential pattern describing thid_fail.ntm has been re-
form, do not allow extracting temporal tendencies that are peatedly visited and then little visitedbes not inform the

typical of sequential data. By means of temporal tendency .
mining, one may discover in the same access data thag end-user about the duration of the decrease nor about the

increasing number of requests to the register form precees dynamics or the intensity of change.
increasing number of accesses to the help page a few seconds For this reason we introduce in this paper a method that

later”. It v_vould_be easy to conclude that the users either quickly mines for temporal trends using fuzzy sequential pattéms,
succeed in registering or make several attempts before thdgok order to extract rules likeirst A quickly increases, then

at the help page within a few seconds. In this paper, we propes i - .
the definition of evolution patterns that allow discovering such B slowly decreases whil€ increases defining evolution

knowledge. We show how extracting evolution patterns thank  Patterns _ o
to fuzzy sequential pattern mining techniques. We introdue Some works were done to describe such trends using lin-

our algorithms TeD and Eva, designed for evolution pattern  guistic summaries within the context of univariate timeiee
mining. Our proposal is \{alld.ated by experiments and a sam [5], [6], showing trends like “Afirst quickly increases then
of extracted knowledge is discussed. P
slowly decreasés Other ones extract common or recurrent
|. INTRODUCTION patterns in multivariate time-series [7], [8], describitigt

Manv apolications — network watching. web log analvsi several time-series have exactly the same profile. To the
y app B 9, 9 YSIShest of our knowledge there does not exist a data mining

customer management — record temporally annotated d%%thod that allows the discovery of typical co-evolutians,

that should be mined using specific data mining teChr‘iqueﬁecessary following the same trends, in sequence database.

such as sequential pattern discovery algorithms, formsta ., ... . . .
. ithin the previous context, analysis of access logs from
Sequential patterns [1] are frequent sequences that can E{Nebsite, such patterns could be for instance that

found in sequence databases, i.e. datasets contalmngadrdqncreasmg number of requests to registration.php during a

sets of timestamped records, each of them consisting OfsPiort period preceeds an increasing number of requests to

set of values. From a web server watching application, Or}gq.html, after a very short periodrhis knowledge would

could extract thatn 10% of sessions, identification failure be explicit for the end-userié the registration-form easy to
preceeds request to faggwd.php followed later by access tofill-in’)) Y

my-account.php — . However, modeling such temporal knowledge requires to
As most of databases do not only contain binary atmbmeﬁandle a very large number of elements — both in terms of

but also numerical attributes such as connection durat'(;i'nributes and records — during the mining task. Searching

purtpber O]f visitor tpelr Wftbpage, 0; dO.W”kéad rate, gener or evolution patterns indeed requires to compare eaclrdeco
ga 'Ogs 0 sedquentlla Fa erfnwere .esllg?te_b. e d s | of a data sequence to the following ones which leads to a
ased on a discretization of numerical atiribute domaitts N ., i 4trig) space complexity. So our goal is to design a

::uzzy t;ets,flézzyi ;equenhal_ palltterlr[Q], ][3]’ [4] %ontzgln n- d tool that efficiently extracts temporal trends in quaniitat
ormation about the numerical values frequently observed i, sequences.

the data and their correlations according to time. Thusethes The reminder of the paper is organized as follows. In the

fu_zzy sequences contain addltlon_al knowledge compared ﬁ%xt section, we define the fundamental concepts associated
crisp ones. For instance, the previous symbolic patteridco

- ; ; Yith fuzzy sequential patterns and trend discovery in time-
9 . . . . .
be more explicitly described bin 10% of sessions, a lot of series. In Section Il we introduce our approach, first dafini
Céline Fiot and Florent Masseglia are with the AxIS Reshearcevomuon patterns,- then deta"'ng how to |mp!ement thésr d.
Team, INRIA Sophia-Antipolis, France (email: {celine.fiot, ~covery. Thus Section IV describes the algorithms undeglyin
ro_rent.'massegIﬂ?@soph|a.|nr|a.fr). Anne Laurent _and Maguelonne g ¢ approach. In Section V, we present some experiments on
Teisseire are with the Laboratory of Computer Science, Roboand b | howi he b fi f Ut
Microelectronics of Montpellier, University of Montpedli, France (email: web access logs, showing the benetits of evolution pattern

{laurent, teisseifg@lirmm.fr). discovery. We finally conclude in Section VI.



[I. PATTERNS AND TRENDS user and the sequence is said to be frequent if the condition
fea(s) = minFreq holds.

Given a database of object records, the problem of
quential pattern mining is to find all maximal sequences

Sequential patterns are often introduced as an extensif)
of association rules in [9]. Initially proposed in [1], they
highlight correlations between database records as wé . . o
as their temporal relationships. Some generalization®e we which the frequency is greater than a specified threshold

proposed to handle numerical attributes using fuzzy set/7frea) [1]. Each of these sequences represents a
In this paper we use fuzzy sequential patterns to min%equentlal patternalso called a maximal frequent sequence.

evolution within quantitative data sequences. . .
Several extensions were proposed to handle numerical

and quantitative values [2], [3], [4], to generalize sedign
A. Sequential Patterns patterns with respect to various temporal parameters {time
interval between events of a sequence, grouping several
records into a single itemset...) [10], [11], or even to deal
Hith missing values [12].

Sequential patterns are based on the ideamakimal
frequent sequences
Let R be a set of object records where each record
consists of three information elements: an object-id, a
record timestamp and a set of attributes/items in the recorfd. Fuzzy Sequential Patterns

Let I = {iyiz,..,im} be a set of items or attributes. |y order to allow for handling numerical or quantitative
An itemsetis a non-empty set of attributeg, denoted by jnformation several works proposed to partition each
(i1i2...1x). It is a non-ordered representation.s&quence pumerical attribute into several fuzzy sets. The quantéat
s is a non-empty ordered list of itemsets, denoted by qatabase is thus converted into a membership degree
(s152...5p). An n-sequencés a sequence of items (or of gatabase, which is then mined for fuzzy sequential patterns
sizen).
The item and itemset concepts have been redefined

Example 1:Consider an example of market basketelative to classical sequential patterns.féezy item is
analysis. Objects are customers, and records are tffs association of one item and one corresponding fuzzy
transactions made by each customer. Timestamps &jgt. It is denoted byz,a] wherez is the item (also called
the dates of transactions. If a customer purchasegtribute) ands is the associated fuzzy set.
products e,a, k,u, and f according to the sequence
s = ((e) (a k) (u) (f)), then all items of the sequence Example 4:[candy, lot] is a fuzzy item wherdot is a
were bought separately, except produatsand & which  fuzzy set defined by a membership function on the quantity
were purchased at the same time. In this examples @ universe of the possible purchases of the itemdy.
5-sequence.

A fuzzy itemsetis a set of fuzzy items. It can be denoted

A sequenceS = (s1 s2...s) is asubsequencef another as a pair of sets (set of items, set of fuzzy sets associated to
oneS’ = (51 55 ...s,,) ifthere are integerg < l» < ... <l, each item) or as a list of fuzzy items. We use the following
such thats; C 57, s2 C s1,,..., $p C s . notation: (X, A), where X is a set of items andl is a set

of corresponding fuzzy sets.

Example 2: The sequence’ = ((a) (f)) is a subsequence
of s because (al (a k) and (f)C (f). However,((a) (k)) is Example 5: ([candy, lot[soda, little]) is a fuzzy itemset
not a subsequence of and can also be denoted Bftandy, soda)(lot, little)).

All records from the same objeetare grouped together  Last a g-k-sequenceS = (s;---s,) iS a sequence
and sorted in increasing order of their timestamp, corsigu constituted byg fuzzy itemsetss = (X, A) grouping
a data sequenceAn object supportsa sequence if it is  togetherk fuzzy items|z, a].
included within the data sequence of this objectig a
subsequence of the data sequence). Example 6:The sequence (([soda,lot] [candy,lot])
([videogames, little])) groups together 3 fuzzy items into
Example 3:Within the context of web usage mining, an2 itemsets. It is a fuzzg-3-sequence.
object would be for instance one IP and the data sequences
would be the click sequences associated with each IP. Eachin the next sections of this article, we use the following
URL would be encoded into an item. notations: letO represent the set of objects aftj, the set
of records for one objechd. Let Z be the set of attributes
The frequencyof a sequencefeq(s)) is defined as the or items andp[x] the value of attributer in record . One
percentage of objects supportiagn the whole set of objects record o in a fuzzy sequence database (or membership
O. In order to decide whether a sequence is frequent or nalegree database) consists of the membership degrees of
a minimum frequency valuentinF'req) is specified by the attributes to each fuzzy set, er§z,a) = pq(o[z]) is the



value of record- for the fuzzy item[z, a]. It represents the increases followed later by an increasing number of recaiest
membership degree of the quantigjr] of item/attributex  to fag.html Moreover we propose to use the fuzzy data
to the fuzzy set in recordp. sequence formalism to discover an additional information,
expressing in the previous example what shouldlater”
The frequency of a fuzzy sequen6ds then computed by for this patternfew minutes, half an hour,.
the formula 1: In order to mine such evolution patterns we thus propose
Z‘P(S 0) to process the original_ quantit_ative sequence d_atabas&aint
’ trend database that will be mined by our algorithwaEIn
(1) this section, we describe the concepts of evolution seagsenc
and detail our approach for evolution pattern mining.

o0cO
FFreq(S) 19
where (S, 0) gives the degree to which is included into
the objecto data sequence. o
This degree is computed by considering the best apped}- Overall Principle
ance — i.e. the appearance with the highest degree — of theThe global process can be described by figure 1.
ordered list of itemsets of. It is computed by formula 2:

Variation strength

@(Sv 0) = £§QCO|S:<:(sl,..si...sk)T51---Sk (TJGSi/L(j)) (2)

where k is the number of itemsets i, (, is the set of
sequences included in the data sequence of objertd T
and L are the t-norm and t-conorm operators generalizeg
to n-ary cases. In practice, we use the Zadeh t-norm and

fuzzy sets

t-conorm,min and max. e () LA -
Duration fuzzy sets
C. Modeling Trends in Time-Series —
Evolution and trend discovery within temporal data is an M Ut Evolution
important research area, since it as lots of industrialiagpl ® ey o
tions. Thus, linguistic summaries or time-series segnii@mnta Eva

and representation [13], [14] have led to interesting wamk.
particular, [5], [6] identify trends in time series to makemn Fig. 1. Overall principle of our approach
understandable for a human being.

In [15], as in many works, time-series are analysed to First the quantitative databas€)db, e.g. Table 1) is
detect anomalies. Regarding multi-variate time-seriesstm converted into avariation databaseThen, such as it is done
of approaches aim at analysing parallel evolution of séverfr fuzzy sequential pattern mining, this dataset is coteer

time-series, each related to one numerical attribute usidigfo @ membership degree databaselly on Figure 1, e.g.
clustering or multiple alignments. Table IIl), using predefined fuzzy sets — automatically or

from expert knowledge designed. There are two fuzzy sets
However the data we mined, web access logs, cannot Bartitions: one gives the linguistic terms describing aton
considered as time-series even multi-variate ones, siree t strength, the second describes the duration of the trerekelh
are discontinuous and irregularly collected. Actuallythk Steps are detailed in subsections 11I-C and IlI-D.
records do not necessary contain values for every attsbute This membership degree databasedb is the trend
Moreover time periods between events may be irregular af@tabaselt is the dataset mined for evolution patterns (step
timestamps may be different from one object to the other.3 in Figure 1) as it is described in subsection IV-A.
Therefore we more specifically focused on proposals
that discuss methods for trend discovery in data sequencesExample 7:(([z, 4])([z, 3][y, 5[z, 8]) ([, 2][y, 4] [z, 10])
Apart from [16] that mines for emerging patterns and [17][v,6])) is a sequence characterizing the number of
that highlights trends in sentences of textual databasé®nnections to URLz, y and z during successive sessions
there does not exist an approach for discovering frequeft one identified IPo. Table | represents this sequence as a
evolutions or duration analysis, within sequential data. guantitative databas€)db. It contains four ordered records

for the IPo.
[1l. TED: MODELLING TRENDS IN QUANTITATIVE TABLE |
ATTR'BUTES A QUANTITATIVE DATA SEQUENCE.
The objective of this work is to discover and express o dite I
evolutions among the quantitative attributes of different |l 7 13als!| gl r
objects in a sequence database. For instance, an evolution d3| 8 [ 2|4 10| »
pattern could bé'he number of requests to registration.php d4 | 10 6 rt




Then Table Ill, in Subsection 1lI-C, gives the trenddata preprocessing. In the next subsection, we describe how
databaseAdb drawned from Table I, after step 1, thethe evolution dataset is built using the algorithraol that
execution of the algorithm AD. handles trends and durations, and in section IV we detail

the algorithm, EA, that mines for evolution patterns.

B. Evolution Patterns

We propose to mine for evolution patterns. So dat&- Trend Databases
sequences are modelled such that each item will express &ach evolution itemz, v] in the evolution databasAdb
variation, for instancéincreasing number of requests” represents the variation of one quantitative attributevben

two successive records andr2, related to a same objeat

Each record in this trend database represents the evolutionthe quantitative databasgdb. Then each record indb
that actually happened between two records related to tiee built by the combination of two records of the initial
same object within the original dataset. Records in thedtrer)db dataset. More specifically, for each ordered pair of
database contain items that were created from the same stadords»? and r/ of one data sequence, such thétz?)
and end records of the initial quantitative dataset. We defirand 77 (27) are filled-in, atrend record Ar,.,; is created
atrend datasets a set of data sequences madewaflution in Adb containing the evolution itemz, TrendGran],
items An evolution item denote a trend — increase, decreasehere TrendGran is the trend granule corresponding to
or constancy — of a quantitative attribute. The variatiothe variation strength.
strength may be considered using fuzzy sets: an evolution
item is defined as a fuzzy iten,v] in which z is a Example 9:From recordsr! and r? in Table I, an
quantitative attribute of the original dataset amdh fuzzy evolution record Ar,.,2. containing the evolution item
set representing both trend and strength of the variation of[x, decreasing] can be created as the quantity recorded
value. For instance, using the trends granules described imydatabase fox in r! is greater than the one recorded-th
Figure 2, from [5], an evolution iterfnb_faq.html, quickinc
would for instance mean thahe number of requests to The temporal order initially existing within the quantitet
fag.html page quickly increase€ach evolution item is database is kept, for each objeet by chronologically
associated with a membership degree that more precisa@gdering the trend records according to the timestamps of
describes the strength of the variation. Details are given i’ andr’.
the next subsection.

Then an evolution itemset can be defined as a non- Example 10:Consider once again the variations of the
ordered, non-empty set of evolution items. It representsumber of requests to URly in Tab. I. Three evolution
the co-evolutionof several attributes, i.e. the variation ofrecords can be created for this item: one combining d2 and
several attributes over a given time-period. Andeaolution d3, the second from d3 and d4, the last from d2 and d4.
sequencés an ordered list of evolution itemsets. It describeThese evolution records will be ordered first considering
successive trends in the original quantitative dataset. Aheir starting date, then their ending date. So the evaiutio
evolution itemset is denoted by parentheséis {nc|[y, dec]) records fory would be ordered as follows : first the one
and a sequence by anglés$x, ind][y, dec]) ([z, g-inc])). combining d2 and d3, then the one combining d2 and d4,

Thus a trend database is a membership degree databask#t the one combining d3 and d4.
which fuzzy items describe variation strength of quantitat
attributes. However this dataset cannot be exactly cormide To define the trend between two records, we assimilate
as a sequence database that could be mined using fuzzyair of records?, r/ to two points and we evaluate the
sequential pattern algorithms, as described in [2], [3], [4 slope of the line going fra?, defined by {¢[x], d;), to 7,
Each record is related to one object and to two differerdtefined by (7[z7], d;). Then the linguistic terms representing
timestamps. One timestamp corresponds to the starting déte trend are chosen considering the trend granules ond-igur
of the observed variation, the second is the ending dat2, and the associated membership degrees are given by fuzzy
Moreover there can be several records that have the saseis, for instance described by Figure 3.
starting date, since the evolution dataset stores the tmolu  Note that there are many methods for constructing
between each pair of records 6jdb that have common fuzzy granulation of directions [18]. The user may also
quantitative attributes. define membership functions of particular linguistic terms

depending on his/her needs.

Example 8:Consider for instance the evolution of the
number of requests to URl in Tab. I, starting from d2:  Example 11:From recordsr! and r? in Table |, the
two variations will be observed, one between d2 and d3, thevolution item created in Example 9 is actually associated
second between d2 and d4. to the trendslowly decreasings the slope betweer and

r? is equal to% = —1/3. Moreover, from Figure 3, this

For this reason mining for evolution patterns is not alope corresponds to a membership degree of 0.8 for slowly

mere application of fuzzy sequential patterns after a yrickdecreasing and of 0.2 for constant.
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Fig. 2. Trend granules
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Fig. 3. Trend fuzzy sets

From recordsr® and r* in Table I,

o 1. The trend record created

Ar,s.4([x, increasing]) = 1.

the evolution
item created for attributey corresponds to the slope
il\db

is then

Table Il is the trend database obtained from Table |I.

TABLE Il
EVOLUTION DATA SEQUENCE OBTAINED FROMTABLE |.
X y z
dec s.dec cst dec cst s.inc inc inc g.inc
d1 | d2 0.8 0.2 51
dl | d3 | 015 | o085 52
d2 | d3 1 1 03 | o7 53
d2 | da 02 | o8 54
d3 | d4 1 55

Having this set of records for each data sequenteO,
we could then go to the mining step. However one type okdbinitialize():
information, still available in a sequence database, woulkhr each data sequence € Qdb do

TABLE Il
TREND DATA SEQUENCE OBTAINED FROMTABLE I.

duration
q.inc sh. m. Ig.
0.25 0.75
0.25

X y z
s.dec cst dec cst s.inc inc inc
0.8 0.2
0.15 0.85
1 1

dec

0.75
0.3 0.7 1
0.25 0.75

1 0.75

0.2 0.8

0.25

short

medium

long

0.5

duration

Fig. 4. Duration linguistic terms

Finally, the trend database consists of a set of trend record
Ar,i.;, each consisting of:

« one object-ido, corresponding to the id oft andr7,
« 7' timestamp, denoted by(r?),

« 77 timestamp, denoted b(r7),

« a set of evolution itemge, v]

« fuzzy duration items

Aryipi () = pa(t(r’) — ("))

D. The AlgorithmTeD

The process described in the previous paragraphs (step 1
on figure 1) is done using the algorithned, described by
figure 5.

It parses the records of the quantitative dataset. For each
of them,r, the following records in the same data sequence
are parsed to find the attributessoffFor each pair of records
containing common attributes, a record is created in theltre
database, consisting of the evolution items and fuzzy durat
items. Each of them is associated with a membership degree.

TEDMain - Input: Qdb
Ouput: Abd

For eachrecordr € R, do

be lost. We are indeed in a context of temporally annotated
records. So comparing two records to generate an evolution
item with a membership degree could lead to an additional
entry in the trend dataset: timestamps of both records may
also be compared thus creating an additional fuzzy item in
Ar,:,; describing duration betweeri andr/. We express
this duration item by linguistic terms computed from the
difference between timestamps dfandr/.

En

For eachrecordr’ € R, / ¢t(r’') > t(r) do

Ar.initialize();
For each attribute ¢ do
f ((r[a] '= NULL) AND (r'[a] '= NULL)) Then
Ar.adda, v, o (rla] — 7'[a)));
[where v gives the variation strength of the trend]

End If
End For

Adbaddo,Ar, t(r), Hr'), d, pa(t(r') — t(r)));
[where d gives the duration length fuzzy set]

End For

d For

L . . End F
Example 12:Considering the fuzzy sets given by Flgura’ergurn Ogdb ;

4 for duration, the final trend database obtained from Table

| is described by Table IIl.

Fig. 5. TeD algorithm



The algorithm ED creates the trend database within #(r%)) t(r4)

a temporal complexity ofO(n?), with n the number of 5 _ _
records in the quantitative database. In the worst case, the 52 : 54
. Ro|(|Ro| — 1 t(r : t(r
trend database contawE % records. st (T} ) : (T{ 2
0€0 : : '
t(r*) (%))
5 A
IV. EVA: AN ALGORITHM FOR EVOLUTION PATTERN L : '
MINING tr)) )
& "
We chose to implement our algorithm on the ground of a 1 2 :
; o N , t(r)) t(r))
level-wise principle. This kind of algorithm uses the freqt st —

sequences of sizeto generateandidate- possibly frequent
— sequences of sizé + 1. Then the frequency of these
candidate sequences is calculated, only the frequent ones
being stored. Mining the trend database for evolution pagte Fig. 6. Overlapping gradual records
would then be done on the principles obTALLY Fuzzy
described in [4], for fuzzy sequential patterns.

However, the direct application of this algorithm or ofB. Handling Record Chronology

any sequential pattern mining algorithm is not possible Our approach uses a graph structure to represent allowed
due to the specific format of the trend data. Therefore we

. . . . sequences in a data sequence. The principles of this model
designed the algorithm\&A to mine for evolution patterns. are quite similar to those developed in [11] to handle

In thi . f lain why th ific f ftime constraints in sequential pattern mining. Vertices in
n this section we first explain w yt_ € speciiic ormat ofy, o sequence graph are trend records and edges represents
trend data does not allow us to use existing algorithms. Th

. X es'%quences.
we introduce our solution to handle the record chronology. . .
. - . Thus before extracting the evolution patternsyakE
Last we detail the overall mining algorithmvk. .
preprocesses each data sequence of the trend database into
a sequence graph. Then these sequence graphs are parsed to
discover evolution patterns.

time

A. About duration

Since each trend recordr,:,;has been built from two  For each objecb in Adb, the sequence graph is built
records of the initial dataset, it contains two timestampBy the function createGraph Figure 7, called by Ea
t(r") and t(r7) that describe a duration. Since we searcain function. The records imdb are chronologycally
for sequences we need to define an order and/or constraiftglered according to their start timestamp then to their end
to be satisfied between trend records, taking into accoent timestamp. The functiorcreateGraphscans the ordered
original timestamps(r?) and(r?). list of records. First one vertex is created for each record

Several trend records may have the same startil’{tjthin the data sequence; the functiomend() andv.start()
timestampt(r!), so they cannot be included into the samdespectively return the end and start timestamps of the
sequence. But they correspond to the same object in tFREOrd associated to vertex
dataset. Moreover, one record covering the time-perioeh fro
t(r!) to t(r®) does not preceed or follow a record including During the second step edges are created. For each vertex
r? that happened betweert and 3 in the original Qdb in the graphcreateGraphcreates the edges that correspond
[19]. Example 13 illustrates these cases based on Table 10 allowed sequences, i.e. for two vertiegsandv;, an edge

is built from v; to v; iff v;.start()> v;.end().

Example 13:Figure 6 represents each gradual record of For this reason, when they are created, vertices are

Table 1lIl. The second trend record overlaps the first andttached to one set according to their start-time. Thus for

third ones and the fourth record overlaps the third and fiftareating edges;reateGraphonly links each vertex to the
ones. vertices in the first set whose stat-timd.start is greater

than or equal ta.end().

To take into account the possible overlaps of itemsets,
the sequence databagedb should be parsed with lots of Figure 8 represents the sequence graph obtained from the
forward and backward phases during examination of dateend sequence given by Table Ill. From the data sequences
sequences. To avoid such expensive parsing of the data, WweTable 1l we can build four longest sequences to mine
designed a method that skips overlapping itemsets for og&olution patterns(s'626°), (626°) and (5'4%).
candidate sequence. Once the sequence graphs are created, the extraction of
evolution patterns starts.



createGraph - Input: s, one data sequence ¢fdb

Ouput: (GV, GE), the sequence graph fés

GV.initialize();
G¢&.initialize();
L.initialize();

r «— ds.first();
L.starttime « start();

While (§s.hasNext())do

r «— ds.next();

If (start¢) == L.starttime) Then
| £.addVertexew Vertexr));

Else
GV.add();
L.initialize();
L.starttime «— start();
L.addVertexgew Vertexr));
End If
End While
GV.add();
For each vertexu € GV do
tmpL — u.getSet();
While (tmpc.starttime < w.end())do
| tmpL < GV.getNextSet();
End While
If (tmpL.notEmpty()) Then
For each vertexv € tmpL do
| G€.addEdge,v);
End For
End If
End For
return (GV,G¢E);

Fig. 7. createGraphfunction

Fig. 8. Sequence graph for the data sequence in Table III.

C. The AlgorithmEvA

The global algorithm for mining %olution patterns, Fig-

ure 9, can be described as follows.

Once the trend database has been generated:by the
functioncreateGraphs called to process each data sequence
into a graph, thus handling time constraints due to duration

Then the sequence graphs are parsed to discover frequent
evolution items, according to one user-defined minimal
frequency thresholdninF'req. After this step, the frequent
elements of sizé& are combined into candidate sequences of

EVA Main - Input: minFreq, Adb
Ouput: F, frequent evolution sequences

Fo—9;k+—1;
F1 — {{<i>}/i € T&freq(i) > minFreq};
For each trend data sequenc&S € Adb do
| graphDB — createGrapt¥S) ;
End For
While (Candidate(k) # @) do
For each sequence graply € graphDB do
[countFrequency is a version of the TotallyFuzzy algorithm
[adapted to sequence graph parsing]
countFrequency{andidate(k), minFreq, g) ;
End For
Fy, «— {s € Candidate(k)/freq(s) > minFreq};
Candidate(k + 1) < generatek},) ;
k++;
End While
k
retum F — | J Fy
j=0

Fig. 9. EvA: Main algorithm

The soundness and completeness of such approaches,
based on sequence graphs, have been proved [20]: all the
supported sequences and only them are created in the
sequence graphs. So at the end of the process we obtained
all the evolution patterns contained in the trend dataset.

V. EXPERIMENTS

The aim of these experiments is to apply gradual
sequential patterns for web usage analysis.

A. Data

In our case, access logs from a laboratory website have
been prepared and mined to find repeatedly visited pages.
Records contain the number of access to one page, the same
half-day by one user. For example, rectt800 5067 10 6”
means thatvisitor 1500” on half-day5067 visited 6 times
the URL coded byL0. This dataset contains 27209 web pages
visited by 79756 different IPs during 16 days (32 half-days)
The translation into the formalism given in sections Il and
Il is given by Tab. IV.

TABLE IV
DATA SEQUENCES FOR WEB USAGE MINING

Object— IP
Timestamp«— halfday
Quantitative items— # of accesses to each
web page
Evolution items« variation of the #

of accesses to each web page

Duration < time period between two accesses [0
one web page

sizek + 1. These sequences are searched within the graphs

and B/A computes their frequency using the algorithm As detailed in section IlI-A, quantities are compared and,
TotallyFuzzy from [4] that implements the formula 1 giventhanks to our algorithm HD, the dataset is converted into

in section Il. BvA stops when no more candidate sequencestrend database that contain evolution items and the fuzzy

has been found frequent.

sets membership degrees. Then these data are minedaby E



B. Results

The runtime performances of our algorithm are similar témplication,

Extensions of this work could

lead to temporal

describing causal relationships between

fuzzy sequential pattern algorithms, Figure 10. As the mirvolution of attributes. It would then include some statait
imum frequency of the gradual patterns wanted decreas&gsults implying search for dependencies based on linear
This is due to the increasing number of frequent sequenck&gressions. The discovered knowledge would for instance
that leads to a proportional increase of the number of scaf§!P in explaining some web server failures.

on the dataset.

Runtime according to the minFreq value

(1]

1603 Mining runtime’ —K-- 4
140 g (2]
120 i
3 100 | \\\\%\ . [3]
E 80 I ey
60 —
A
a0t ] (4]
20 B
. . [5]
0.002 0.004
minFreq

Fig. 10. Runtime according towin Freq. [6]
Regarding the qualitative analysis, discovered patteras a[7]
relevant. One typical evolution pattern we discovered a@n th
log file of INRIA Sophia is related to the Koala project and g
expresses the following temporal tenderiyslow increase
of the number of connections to page KBM preceeds a Ion%]
period of an increase of the connections to KOML, that
occurs after a short period. Then follows a slow increase of
the number of connections to DJAVA” (10]

VI. CONCLUSION [11]

In this paper we introduced an approach for discover-
ing typical evolutions and durations in numerical sequengg,
databases. This approach is based on fuzzy sequential pat-
terns that are used to mine trend data sequences.

In contrast to time-series analysis, in the context of datd’
sequences, some attributes may be unfilled in some records.
Moreover duration between two consecutive records is n&!
necessarily regular. Therfore, describing trends in such n
merical sequence datasets requires specific approaches.

For this reason, we proposed a process based on tiél
algorithms. TED converts a numerical database into a trend
database, describing evolution of numerical attribut@ies] [16]
according to time for several objects. These evolutions are
represented as trend sequences. Them Eearches for
frequent evolution sequences in this trend sequence datase

Discovered evolution patterns would for instance inform
that An increasing number of requests to registration.phbls]
during a short period preceeds an increasing number of re-
guests to faq.html, after a very short peridthese temporal [19]
relations among web page browsing could then be used to
improve web site architecture and quality of services. Weo
actually applied an implementation of this process to acces
logs of a website and discovered relevant knowledge.
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