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Abstract. Latent Semantic Analysis (LSA) is nowadays used in various thematic like

cognitive models, educational applications but also in classification. We propose in this

paper to study different methods of proximity of terms based on LSA. We improve

this semantic analysis with additional semantic information using Tree-tagger or a

syntactic analysis to expand the studied corpus. We finally apply LSA on the new

expanded corpus.

1 Introduction

Classification’s domain has many research fields like conceptual classification.
This one consists in gathering terms in concepts defined by an expert. For ex-
ample, exhaust pipe, windshield wiper, and rearview mirror terms can be asso-
ciated to the automobile concept. Then, these terms are classified by semantic
proximity with different algorithms like k nearest neighbor (KNN) or k means.
The corpora have different types as the language, the syntax, the domain (biol-
ogy, medicine, etc) using a specialized semantic, etc. Then these complex textual
data require a specific process.

In this paper, we describe the first step of a conceptual classification, the
study of proximity of the terms. First, we use the Latent Semantic Analysis
(LSA) method evolved by [1]1. LSA is a statistic method applied to high di-
mension corpora to gather terms (conceptual classification) or contexts (textual
classification). After the latent semantic analysis application on the corpus, a se-
mantic space associating each word to a vector is returned. Then, the proximity
of the two words can be obtained by measuring the cosine between two vectors.
Our aim is to improve the performance of the LSA method by an approach
named ExpLSA.

The ExpLSA approach (context Expansion with LSA) consists in expanding
the corpus before the application of a “traditional” latent semantic analysis. This
context expansion uses semantic knowledge obtained by syntax, what allows to
use ExpLSA as well specialized corpus as not. Actually, it is not necessary to use
training corpus, so it is not necessary to know the general domain of the corpus.

1 http://www.msci.memphis.edu/∼wiemerhp/trg/lsa-followup.html



In this paper, we use a Human Resources corpus of PerformanSe2 company in
French. It uses a specialized vocabulary. This corpus was submitted to a human
expertise which validates our experiments.

We propose in the next section to explain theoretical characteristics of LSA
method and its limits. Section 3 proposes a state-of-the-art in the field of the
syntactic knowledge used with LSA. Then we present the different steps of our
method (section 4). We also describe (section 5) the experimental protocol ap-
plied. Finally we will present results obtained.

2 LSA

The LSA method is based on the fact that words which appear in the same con-
text are semantically close. Corpus is represented by a matrix. Lines are relating
to words and columns are the several contexts (document, section, sentence, etc).
Every cells of matrix represent the number of words in the contexts. Two se-
mantically close words are represented by close vectors. The proximity measure
is generally defined by the cosine between the two vectors.

LSA is based on the Singular Value Decomposition (SVD) theory. A = [aij ]
where aij is the frequency of the word i in the context j, breaking down in a
product of three matrices USV T . U and V are orthogonal matrices and S a
diagonal matrix.

Let us Sk where k < r the matrix built by removing of S the r − k columns
which have the smallest singularly values. We take Uk and Vk, matrices obtained
by removing corresponding columns of U and V matrices. Then, the UkSkV T

k can
be considered like a compressed version of the original matrix A. Experiments
presented in the section 5 were made with a factor k equal to 200.

Before performing a singularly value decomposition, a first step of normaliza-
tion of the original matrix A is applied. This normalization consists in applying a
logarithm and an entropy measure on the matrix A. This transformation allows
to refer the weight of the words on their contexts. In a similar way to the work of
[2], this normalization can also refer on the tf×idf method, well-known approach
in the field of the Information Retrieval (IR).

Also let us specify that we do not consider punctuations and some words not
relevant in a semantical point of view like: “and”, “a”, “with”, etc. (stop words).

LSA gives many advantages like notions of independence of the language of
the corpus. It needs no language or domain knowledge. However, LSA has limits.
Firstly, we consider size of chosen contexts. [3] showed during its experiments
that if contexts have less than 60 words, the results can be disappointing. In
addition, the efficiency of LSA is weak with a proximity of the vocabulary used.
For example, a very precise classification of texts based on very close domains
can be difficult with LSA.

2 http://www.performanse.fr/



3 State-of-the-art on the addition of syntax to LSA

[4] presents the problem of the lack of syntactic knowledge with LSA method.
They compare their methods to a human evaluation. They propose to human
experts to evaluate essays of 250 words on the human heart writing by students.
A semantic space have been built from 27 papers about human heart learned by
LSA. Tests performed give good results for the LSA method comparing to the
human expertise. Bad results was the consequence of a small paucity of syntactic
knowledge in the approach used. Thus, the work below demonstrates how these
knowledge can be added to LSA.

The first approach of [5] uses the Brill tagger [6] to assign a part-of-speech
tag to every word. The tags are attached to each word with an underscore. So
LSA can consider each word/tag combination as a single term. Results of simi-
larity calculation with such method stay disappointing. The second approach of
[5] is characterized by the use of a syntactic analysis in order to segment text
before applying the latent semantic analysis. This approach is called Structured
LSA (SLSA). A syntactic analysis of sentences based on different elements (sub-
ject, verb, and object) is firstly made. Then, similarity scores (obtained by a
cosine computing) between the vectors of the three matrices obtained by LSA
are evaluated. The average of the similarities is finally computed. This method
gave satisfactory results compared to “traditional LSA”.

The approach described in [7] proposes a model called SELSA. Instead of
generating a matrix of co-occurrences word/document. A matrix where each line
contains all the combinations of words tags, and a column represents a document.
The label “prefix” informs about the syntactic type of the word neighborhood.
The principle of SELSA is that the sense of a word is given by the syntactic
neighborhood from which it results. This approach is rather similar to the use of
the Brill tagger presented in [5]. But SELSA extends and generalizes this work.
A word with a syntactic context specified by its adjacent words is seen as a unit
knowledge representation. The evaluation shows that SELSA makes less errors
than LSA but these errors are more harmful.

The ExpLSA approach presented in this paper is placed in a different context.
In fact, in our studies, the contexts are represented by sentences. These ones have
a reduced size which tends to give low results with LSA [3]. In our approach, we
propose to use the regularity of some syntactic relations in order to expand the
context as described in the next section.

4 Our approach: ExpLSA

The final aim consists in automatically gathering terms extracted by systems
adapted to French corpora such as Acabit [8], Syntex [9], Exit [10]. In our
case, we propose to gather nominal terms extracted with Exit from the Hu-
man Resources corpus (written in French). The extracted terms with this sys-
tem are phrases respecting the syntactical patterns (noun-prep-noun, adj-noun,
noun-adj, etc). In addition, Exit is based on a statistical method to rank terms
extracted. It uses an iterative approach to build complex terms.



The first step of the conceptual classification can be done by ExpLSA. Its
principle is described in the following sections.

4.1 General principle of ExpLSA

Our approach makes an expansion of lemmatized sentences based on a syntactic
method. It comes out a richer context by completing words of the corpus by words
considered semantically similar. We have for example the sentence (in French):
”Vos interlocuteurs seront donc bien inspirés...”. We transform it firstly in a
lemmatized sentence: ”Votre interlocuteur être donc bien inspiré...”. Then, it
will be expanded by other terms. This sentence becomes ”Votre ( interlocuteur
collaborateur ) être donc bien inspiré...”. This set of terms semantically close
are selected with a measure presented in the next section.

4.2 The syntactic analysis to evaluate the semantic proximity

In order to improve initial corpus, we propose firstly to apply a syntactic analysis
with the Sygmart French parser [12]. This one gives the existing syntactic rela-
tions in each sentence. In our approach, we only used the Verb-Object relations
(Verb DO, Verb Preposition Complement) of the corpus.

When all Verb-Object relations are extracted, we use a measure to evaluate
the semantic proximity of words, the Asium measure [13]. This one proposes to
evaluate verbs considered as close if they have a significant number of common
features. The principle of the approach is similar to the method presented in
[11].

We consider verbs, the associated prepositions and features after a syntactic
parsing. The Asium measure consists in computing a similarity measure between
verbs.

Fig. 1. The Asium measure between p and q verbs.

We consider the p and q verbs with their respective p1,...,pn and q1,...,qn

objects illustrated in the figure 1. NbOCp(qi) is the occurrences number of qi



object of q and p verbs (common objects). NbO(qi) is the occurrences number
of qi objects of q verb. Then, the Asium measure is:

Asium(p, q) =
logAsium(

∑
NbOCq(pi)) + logAsium(

∑
NbOCp(qi))

logAsium(
∑

NbO(pi)) + logAsium(
∑

NbO(qi))

Where logAsium(x) equal to :
– for x = 0, logAsium(x) = 0
– else logAsium(x) = log(x) + 1

The example of the figure 2 gives an application of the Asium measure for the
écouter (to listen) and convaincre (to convince) verbs. Next, we consider differ-
ent similarity threshold values of the Asium measure. Over this one, verbs are
considered as close by the Asium measure. The expansion method is described
in the next section.

Fig. 2. The Asium measure between the verbs écouter (to listen) and convaincre (to
convince)

4.3 The steps of ExpLSA

After the description of the Asium measure, we propose to clarify the different
steps of ExpLSA to expand the contexts.

The first step of the ExpLSA approach identifies the different terms extracted
by Exit. Then a term is represented like a single word (for instance, the attitude
profondément participative term becomes noun234 which is the 234th term of a
list extracted by Exit).



After the extraction of the syntactic Verb-Object relations by using a syn-
tactic analysis, the next step of our approach is to study the semantic proximity
between verbs using the Asium measure. We deduced for example that verbs
écouter (to listen) and convaincre (to convince) are semantically close by using
the Asium measure because they have the common objects interlocuteur (inter-
locutor) and collaborateur (collaborator) (See figure 2).

The next step proposes to gather the objects of the closest semantically verbs.
Then, we consider two gathering methods. The first method consists in complet-
ing corpus with common words of the two verbs (interlocuteur and collaborateur
in the example of the figure 2). The second method is to consider the common
and the complementary objects of the two verbs to expand corpus like the work
of Faure and Nedellec [17] (entourage, autrui, pluie, collaborateur in the example
of the figure 2).

Then we propose to expand initial corpus by catching to each word, the other
words judged close. Then, our initial French sentence:
– Votre interlocuteur être donc bien inspiré...

becomes with the first gathering method:
– Votre ( interlocuteur collaborateur ) être donc bien inspiré...

and becomes with the second gathering method:
– Votre ( autrui pluie interlocuteur collaborateur ) être donc bien in-

spiré...

Latent Semantic Analysis can be applied with the expanded corpus.

A list of general words with a poor semantic content are not selected to
expand the context (for instance, general words like ”chose” (thing), ”personne”
(person), etc). This list is manually made.

The evaluation presented in the next section compares results obtained with
ExpLSA with results of the experts who had manually associated relevant terms
to the concepts.

5 Experiments

To discuss of the quality of the results returned by our approach, we describe
the experimental protocol in the next section.

5.1 Experimental protocol

In our experiments, we use a Human Resources corpus manually evaluated. This
expertise gives a conceptual classification of all terms extracted by Exit. The
concepts are defined by the expert. For instance, with our corpus, the expert
defined ”Relationnel” (relational) concept. The confrontation ouverte (open ad-
versarial), contact superficiel (superficial contact), and entourage compréhensif
(understanding circle) terms are instances of this concept. Our aim is to evaluate
similarities obtained with the following methods:



– M1: LSA

– M2: the intersections method of ExpLSA

– M3: the complementaries method of ExpLSA

– M4: LSA + Tree-tagger

The LSA + Tree-tagger method consists in using the Tree-tagger [18]. We use a
part-of-speech tagger like the approach of [5] developed in the section 3.

To compare these methods, we select the most representative concepts, i.e.
concepts gathering a minimum of 200 distinct terms given by the expertise.
We obtain four concepts (C1, C2, C3, and C4). Twenty terms of each concept
which have the most number of occurrences are selected. Then we measure the
similarity (with the cosine) of the couples of terms of the concepts 2-2 (terms
of C1 and C2 concepts, C1 and C3 concepts, etc). For example, the similarity
measure is computed between the terms of the C1 concept with the terms of the
C1 + C2, C1 + C3, and C1 + C4 concepts. A couple of terms is called relevant
if they are an instance of the same concept.

The experiments consist in ranking these couples of terms based on the simi-
larity measure using the M1, M2, M3 (section 5.2), and M4 (section 5.3) methods.
Then we compute the precision for the n first couples of terms. Precision gives
the proportion of relevant couples returned by the method. The recall has not
judged adapted3.

5.2 The ExpLSA methods comparison

We propose a first experiment comparing LSA with both methods of ExpLSA
used to expand the corpus: The complementaries and the intersections ap-
proaches. The table 1 gives average precision of the 100 first couples of terms (for
each couple of concepts evaluated) with a threshold of the Asium measure at 0.6.
This value of threshold makes a large expansion of the corpus. This table indi-
cates better results for the ExpLSA with the intersections method (M2 method)
except for the “activity-environment” couple of concepts. But these improve-
ments are mitigate; we have a large majority of cases where the LSA method
is not improved because an Asium threshold to 0.6 makes a large expansion
with a lot of noise added. We conclude experimentally that the better threshold
value of ExpLSA is 0.8. It is a good compromise between quantity and quality
of expanded knowledge. The table 2 is based on an Asium threshold to 0.8. This
one gives better results for the intersections approach (M2 method) in compar-
ison with LSA. The figure 3 confirms the weak results for the complementaries
approach. We only conserve M2 method in the next section.

3 Our approach allows to obtain relevant couples at the beginning of the list. Never-
theless, in a case of few couples are considered (n < 100), recall is naturally week
and not adapted to evaluate the performance of our approach.



Table 1. Precision of the 100 first couples. Method M1 = LSA, Method M2 = Ex-
pLSA with the intersections method, M3 = ExpLSA with the complementaries method.
Asium threshold = 0.6.

Table 2. Precision of the 100 first couples. Method M1 = LSA, Method M2 = Ex-
pLSA with the intersections method, M3 = ExpLSA with the complementaries method.
Asium threshold = 0.8.
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Fig. 3. Precision of the 200 first couples comparing the ExpLSA methods between
concepts behavior and environment

5.3 ExpLSA compared to the LSA + Tree-tagger approach

In this section we use the syntactic knowledge in two ways: ExpLSA and LSA
+ Tree-tagger. LSA + Tree-tagger adds grammatical knowledge (part-of-speech
category) to the corpus by assign a part-of-speech tag to the words. LSA is
applied with this tagged corpus. We see in the table 3 and in the figure 4 that
the precision of ExpLSA is better for the first couples. This is the researched
result because that means the first couples provided at the expert are relevant.
These encouraging results4 of ExpLSA and LSA + Tree-tagger methods allow
to consider a hybrid approach by combine both.

5.4 ExpLSA applied to Text Categorization

In recent works, we proposed to evaluate the ExpLSA method for a task of
Text Categorization (TC). The aim of these works was to improve TC tasks:
SVM (Support Vector Machines), k-NN (k nearest neighbor), Naive Bayes, and
Decision Tree (C4.5) algorithms [19] using LSA and ExpLSA representations.
We use a French news corpus which contains 2828 articles (5,3 MB) provided by
yahoo’s French web site (http://fr.news.yahoo.com/). In these experiments we
calculate the average F-measure by performing a ten-fold cross-validation. We
obtained good results of ExpLSA representation with the application of SVM,

4 These results are a little different comparing to results presented in [16] because we
proposed a different experimental protocol by considering every words of concept
and not only the twenty most common words.



Table 3. Precision of the 100 first couples comparing the LSA (M1), the ExpLSA with
Asium threshold = 0.8 (M2) and LSA + Tree-tagger approach (M4)
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Fig. 4. Precision of the 200 first couples comparing the ExpLSA and LSA + Tree-tagger
methods between concepts behavior and environment



k-NN, and C4.5 on medium and long articles of the corpus. In order to improve
the classification task of short documents, we will improve quality of expansion
using a validation based on the web knowledge.

6 Conclusion and discussion

LSA is a statistical method which can be used to gather terms to build a concep-
tual classification. However, this method gives medium results in this domain.
We can explain these results by the absence of the syntactic knowledge. Quality
of results can also be influenced by the size of contexts used. The LSA method
gives better results with an important size of contexts.

Then, we propose to improve the LSA performances with small contexts (sen-
tences) by an approach called ExpLSA. This one consists in applying a context
expansion with LSA by expand the original corpus. We use syntactical resources
to make these contexts expansion.

We presented two experiments to compare the ExpLSA approach. First, we
experiment the ExpLSA approach based on the complementaries approach. This
expansion is not relevant because this method returns a lot of noise. We consider
the Asium threshold value to 0.8, which is the best value experimentally found.
The intersections method of ExpLSA gives good results. We compare it with
another method in the second experiment, the LSA + Tree-tagger approach.

In a future work, we propose firstly to adapt a hybrid approach combining the
ExpLSA (with the intersections approach) and the LSA + Tree-tagger methods.
We envisage to add other set of syntactic knowledge to improve LSA. Finally,
we would want to apply ExpLSA in order to use other classification tasks (for
instance, the text classification task).
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Proceedings of JADT’04, Vol. 2 (2004) 946–956

11. Bourigault D.: UPERY : un outil d’analyse distributionnelle étendue pour la con-
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