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 Abstract∗ 
Diagnosis is becoming a major concern with the rapid 

development of semiconductor memories. It provides 
information about the location of manufacturing defects in 
the memory, and its effectiveness allows a fast yield ramp 
up. Most of existing diagnosis methods uses a fault 
dictionary to provide detailed information of fault 
localization. However, these solutions are most of the time 
unable to distinguish between all faults, and more 
importantly often fail to identify the actual faulty block of 
the memory. Identifying which block of a memory (core-
cell array, write drivers, address decoders, pre-charge 
circuits, etc …) is defective allows saving considerable 
amount of time during the ramp up phase. 

In this paper, we propose a very low cost Design-for-
Diagnosis (DfD) solution for identifying faulty write 
drivers. It consists in verifying logic and analog conditions 
that guarantee the fault-free behavior of the write driver. 
The proposed solution allows a fast diagnosis (only three 
consecutive write operations are needed to fully diagnose 
the write driver) and induces a low area overhead (about 
0.5% for a 512x512 SRAM). Beside diagnosis, an 
additional interest of such a solution is its usefulness 
during a post-silicon characterization process, where it 
can be used to extract the main features of write drivers 
(logic and analog levels on bit lines). 

1. Introduction 
Embedded memories occupy a major portion of the 

silicon area and consume most of the transistors of a 
typical SoC [1]. Therefore, the yield of such system 
mainly depends on the yield of the embedded memories. 
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Test and diagnosis of embedded memories are thus two 
important challenges in SoC development. 

Test methods for SRAMs are generally based on March 
algorithms [2]. These March tests target static faults such 
as stuck-at, transition and coupling faults. Recently, 
dynamic faults [3, 4, 5], which are faults requiring more 
than one operation in sequence to be detected, have been 
considered. New March tests, such as March RAW [6] 
targeting dynamic faults in core-cells, or modifications of 
existing March tests, such as March iC- [7] targeting 
dynamic faults in address decoders, were proposed. 

As soon as the application of March algorithms has 
revealed logic errors in a given memory, diagnosis can be 
performed. Generally, diagnosis approaches are based on 
the cause-effect paradigm as for logic design diagnosis [8]. 
To measure the quality of a diagnosis algorithm, the 
diagnosability ratio (DR) is used. It is defined as the ratio 
of the number of distinguishable fault types among the 
number of total detectable fault types. Diagnosis methods 
generally use a fault dictionary and try to achieve the 
highest diagnosability ratio for a given test algorithm [9, 
10, 11, 12]. However, these solutions are most of the time 
unable to distinguish between all faults (or all fault 
models) and hence do not allow to determine which block 
of the memory is defective. In fact, a fault model may be 
related to more than one defect in the various blocks of the 
memory. For example, it has been shown in [13, 14] that a 
transition fault can be due to defects locating in a core-cell 
or in a write driver. In this case, a diagnosis solution based 
on a fault dictionary will indicate that the memory is 
affected by a transition fault without any information on 
the faulty block of the memory. 

The overall objective of this study is to provide a mean 
to identify which block of a memory (core-cell array, write 
drivers, address decoders, pre-charge circuits, etc …) is 
defective. Even if around 80% of the silicon area of a 
memory is taken by the core-cell array, which is hence 
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more prone to defects than any other block, providing such 
type of information can save considerable amount of time 
during the ramp up phase in case of a malfunction coming 
from outside the core-cell array.  

A first step in this work is to diagnose faulty write 
drivers by proposing a very low cost DfD solution. The 
next step will consist in providing similar diagnosis 
solutions for other blocks of the memory. 

A typical write driver operation consists in pulling-down 
one of the two bit lines of a given cell depending on the 
write operation type (w0, w1) while maintaining the other 
bit line at Vdd. The resulting voltage levels on bit lines 
during a write operation are a good indicator of the write 
driver correctness and reliability. The proposed DfD 
solution allows verifying the voltage levels on both bit 
lines during write operations. This operation can be done 
during the diagnosis phase and can easily determine the 
defective write driver (if any) in the memory. This solution 
allows saving a considerable amount of time during the 
ramp up phase in case of a malfunction coming from a 
defect in one of the write drivers. Moreover, the proposed 
diagnosis solution is also able to determine weak write 
drivers. A weak write driver is a driver that may act a 
write operation correctly even if it does not drive the 
correct voltage levels on both bit lines. Although such a 
weak driver will not be identified during the test phase, it 
may impact the reliability of the whole memory as a 
malfunction can manifest after a certain amount of time 
during the lifetime of the memory. We show that the 
proposed DfD solution must be designed depending on 
voltage levels on bit lines that have to be measured and 
requires an activation sequence of only three write 
operations. The proposed hardware solution has a low 
impact on the area overhead (about 0.5% for a 512x512 
SRAM). Beside diagnosis, an additional interest of such a 
solution is its usefulness during a post-silicon 
characterization process, where it can be used to extract 
the main features of the write drivers (logic and analog 
levels on bit lines). This type of information is particularly 
useful for high safety applications, such as automotive or 
medical applications. 

This paper is organized as follows. Section 2 describes a 
typical write driver structure and its functioning. Section 3 
discusses the conditions needed to guarantee the fault-free 
behavior of the write driver. Then, Section 4 presents and 
validates the proposed DfD solution. Finally, concluding 
remarks and future works are discussed in Section 5. 

2. Write driver fault-free operation 
By groups of columns in an SRAM, a write driver is 

used to control the true bit line (BL) and the complement 
bit line (BLB) during a write operation. As the two bit 
lines are pre-charged at Vdd before every operation, the 
write driver has just to perform the pull down of one of the 
two bit lines during a write operation: 

• BL for a write '0' (w0) operation 

• BLB for a write '1' (w1) operation 
In our study, we consider the write driver structure 

presented in Figure 1. It is composed of a write control 
part and a driver part. The first part receives the data that 
has to be written (DataIn) and the Write Enable signal 
(active at low level) which controls the write operation 
with its two outputs, named AW0 and AW1. If DataIn = 0 
and the write enable signal is active, then AW0 = 1 and 
AW1 = 0. In this case, transistor Mtn1 acts the pull down 
of BL which corresponds to a w0 operation. In the same 
way, if DataIn = 1 (w1 operation), AW0 = 0 and AW1 = 1, 
so that transistor Mtn2 performs the pull down of BLB. At 
this point, it is important to notice that for a fault-free 
write driver, signals AW0 and AW1 can never be set to 1 
at the same time. 
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Figure 1: Write driver structure 

Waveforms presented in Figure 2 show the correct action 
of the write driver during two consecutive write 
operations. Especially, we perform a w1 followed by a w0 
on a cell that initially contains a '0'. In Figure 2, S and SB 
are the state values of the accessed core-cell. These 
waveforms were obtained for typical operating conditions, 
i.e. process: typical, voltage: 1.2V, temperature: 27°C. 
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Figure 2: Fault-free write driver waveforms (w1, w0) 

 



 

3. Requirements for fault-free operation of a 
write driver 

In the previous section, we have presented the fault-free 
operation of the SRAM write driver. Now, we can 
enumerate the two important conditions that are needed to 
guarantee the fault-free behavior of the write driver – a 
logic and an analog conditions. 
 

3.1. Logic condition 
As shown in Section 2, the write driver must act the pull 

down of one of the two bit lines. The other bit line is 
maintained at Vdd during the write operation. From this 
statement, we can extract a first condition for a fault-free 
operation of the write driver: 

1=⊕ BLBBL  (Eq. 1) 

If this equation is not satisfied during a write operation, 
then it means that both bit lines present the same voltage 
level. In case of Vdd, no write operation is performed. 
Conversely, the two bit lines at Gnd indicate that both w0 
and w1 operations are performed simultaneously. 

This first condition allows performing a logical 
diagnosis of the write driver. Nevertheless, it does not 
allow verifying the exact voltage level driven on the bit 
lines during the write operation. Thus, an additional analog 
condition is needed to diagnose weak write drivers. 

 

3.2. Analog condition 
Voltage levels on bit lines during write operations are a 

major concern when embedded memories are used for 
high safety applications. In fact, over the lifetime of a 
product, memories are exposed to many phenomena which 
degrade their performances. For this reason, it is important 
to verify the good voltage level of bit lines after 
manufacturing. A wrong level at this early stage of the 
lifetime of the memory indicates a weakness of the write 
driver, which can be degraded over the time and lead to 
erroneous write operations. So, in addition to the logic 
condition, an analog condition has to be satisfied to 
guarantee the good voltage levels on the bit lines. 

The write driver can be seen as a current source that has 
to discharge one bit line and to maintain the other at Vdd. 
During a fault-free operation (w0) let us consider that it 
delivers a current Iideall for the discharge of bit line BL and 
Iidealh for bit line BLB. Thus, a weak write driver delivers 
less current than Iideall (resp. Iidealh). Consequently, at the end 
of the write operation, the level of the bit line that has to 
be discharged is higher than Gnd (resp. the level of the bit 
line that has to be maintained at Vdd is less than Vdd). 
This can be view on waveforms in Figure 3 where a w0 
operation is performed by a fault-free write driver (top of 
Figure 3) and a weak write driver (bottom of Figure 3). 
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Figure 3: Fault-free and weak write driver operations 

From this statement, we can extract two analog 
conditions for a fault-free operation in case of a w0 
operation. Note that the analog conditions for a w1 
operation can be derived in the same way. 

ideallreall II •≥ 1α  with 10 1 ≤≤ α  (Eq. 2.a) 

⇒ VddVBL •≤ 1β  with 10 1 ≤≤ β  

and 

idealhrealh II •≥ 2α  with 10 2 ≤≤ α  (Eq. 2.b) 

⇒ VddVBLB •≥ 2β  with 10 2 ≤≤ β  

where α1 and α2 represent the strength of the write driver. 
Parameters β1 and β2 are derived form the α parameters 
and represent the level of charge and discharge of the bit 
lines. An ideal write driver will be defined by Equations 
2.a and 2.b with α1 = 1 and α2 = 1 implying β1 = 0  
(VBL = 0V) and β2 = 1 (VBLB = Vdd). 

Parameters α have to be selected depending on the 
memory technology and desired reliability level. In our 
case, we have considered a 65nm SRAM technology and 
we have chosen parameters as follows: 

• α1 insuring VBL ≤ 0.1 • Vdd 

• α2 insuring VBLB ≥ 0.7 • Vdd 
Consequently, the write driver will be considered as 

faulty if it cannot discharged BL at a voltage lower than 
10% of Vdd and maintain BLB at a voltage level higher 
than 70% of Vdd. 

These logic and analog conditions can be translated into 
a design for diagnosis solution for SRAM write drivers as 
shown in the following section. 

 

4. Description of the DfD solution 
The proposed DfD solution consists in adding a 

hardware module to verify both logic and analog 
conditions presented in the previous section. Note that we 
only present how to diagnose a weak or wrong w0 



 

operation. The study of the w1 operation can be derived in 
a similar way. 

 

4.1. Hardware diagnosis solution for the analog 
condition 

The analog condition consists in verifying if the write 
driver delivers enough current in the bit lines. For a w0 
operation, the bit line (BL) must be discharged at more 
than β1 • Vdd by the current passing through transistor 
Mtn1 (see Figure 1). Respectively, BLB must be 
maintained at β2 • Vdd by the current passing through 
transistor Mtp2 (see Figure 1). A straightforward solution 
consists in sensing the resulting voltage levels on bit lines 
by using logic gates designed to have the required 
threshold voltage. However, such a solution is unpractical 
for two raisons; (i) the difficulty to designing gates with 
very low (0.1V) or very high threshold voltages and (ii) 
the fact that we must sense two different voltages (β1 • 
Vdd and β2 • Vdd) on each bit line to diagnose weak or 
wrong w0 and w1 operations. Consequently, in order to 
use simple CMOS gates to sense bit line voltage levels, we 
propose to normalize the pass/fail diagnosis threshold 
voltage on bit lines at Vdd/2 (instead of 10% and 70% of 
Vdd). This is done by adding two transistors (Mtptest and 
Mtntest) producing a resistive divider bridge and hence 
modulating the bit line voltage levels. This principle is 
presented in Figure 4. 
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Figure 4: Principle of the DfD solution 
a) for the low level and b) for the high level 

In a stable state, transistors Mtptest and Mtn1 (resp. 
Mtntest and Mtp2) can be seen as their equivalent 
resistances inducing the resistive divider bridge. The 
strength of Mtptest (resp. Mtntest) is chosen in order to 
have the following diagnosis conditions: 

• if 
2

VddVBL <  ⇒ the write driver satisfies the analog 

condition. 

• if 
2

VddVBL >  ⇒ the write driver does not satisfy the 

analog condition. 
To be more precise on the sizing of transistors Mtptest 

and Mtntest, let us consider Figure 5. It represents IDS as a 
function of VDS voltage levels of Mtptest and Mtn1 
transistors. Note that, in case of Mtntest and Mtp2 
transistors, curves are the opposite ones. The stable 
functioning point corresponds to a sizing of Mtptest 
insuring less than Vdd/2 on BL. As can be seen on the 
figure, if the strength of Mtn1 changes (it becomes weak 
or faulty) the crossing point indicates a resulting voltage 
level on BL higher than Vdd/2. 
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Figure 5: Principle of the diagnosis solution 

The hardware implementation of such a principle is 
presented in Figure 6. It is composed of two parts; the 
analog structure and the data processing providing the 
diagnosis result. 

The analog structure embeds the two transistors Mtptest 
and Mtntest plus four transmission gates (MtnpgBL, 
MtnpgBLB, MtppgBL and MtppgBLB) and two inverters 
used to isolate and configure the diagnosis module. Two 
signals (W0D and W1D active at low level) control the 
configuration of the analog structure that depends on the 
write operation type (w0 or w1). 

At the end of the write operation, the bit line level 
reflects the strength of the write driver. The analog 
structure is designed in order to obtain less than Vdd/2 on 
BL and more than Vdd/2 on BLB for a fault-free w0 
operation. The data processing part allows translating 
these analog levels into a digital signal. Two inverters are 
used to amplify the signals and a XOR gate is used to 
provide the diagnosis results. Node S must be at logic ‘1’ 
during the write operation in case of a write driver 
satisfying the analog conditions. 
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Figure 6: Hardware implementation 
of the diagnosis module 

Waveforms in Figure 7 illustrate the functioning of the 
proposed structure. Two simulations are superposed; a 
fault-free write driver simulation (continuous lines) and a 
weak write driver simulation (dotted lines). 

At the beginning of the simulation, BL and BLB are pre-
charged at Vdd. Then a w0 operation is performed, leading 
to AW0 = 1 and AW1 = 0. The diagnosis module is 
activated with W0D = 0 and W1D = 1. Then, BL node is 
discharged and reaches a level lower than Vdd/2 in case of 
a fault-free write driver. In case of a weak write driver, as 
transistor Mtn1 has not enough strength to discharge the 
bit line, VBL remains higher than Vdd/2. As diagnosis 
result, node S provides a logic ‘1’ in case of a fault-free 
write driver and a logic ‘0’ for a weak write driver. 
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Although efficient, such a structure is only able to verify 
if one bit line has a level lower than Vdd/2 and the other 

has a level higher than Vdd/2, irrespective of the type of 
write operations. Additional logic must therefore be added 
to distinguish between w1 and w0 operations as presented 
in the next sub-section. 

 

4.2. Hardware diagnosis solution for the logic 
condition 

Based on the previous comment, we must adapt the logic 
condition (see Eq. 1) so that it can distinguish between w0 
and w1 logic levels on bit lines. The solution we propose 
consists in comparing the bit line logic levels with the data 
to be written (node DataIn in Figure 1). The new logic 
condition becomes: 

( ) ( ) 1=⊕•⊕ DataInBLBDataInBL  (Eq. 3) 

It results on some modifications in the initial hardware 
implementation presented in Figure 6, especially on the 
data processing part as shown in Figure 8. 
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Figure 8: Data processing part of the diagnosis module 

Waveforms in Figure 9 show the simulation results of a 
faulty write driver which is not detectable with the initial 
data processing module. This faulty write driver always 
performs w0 operations even if it is configured to perform 
a w1 operation. 
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Figure 9: Simulation results of a faulty write driver 

In Figure 9, a w0 operation is first performed. BL 
becomes lower than Vdd/2 while BLB remains higher than 
Vdd/2. Node S is at logic ‘1’ indicating that the write 
driver is fault-free. Then, the write driver is configured to 
perform a w1 operation, i.e. node DataIn is set to a logic 
‘1’. As the driver can always perform w0 operations, node 
AW1 remains at logic ‘0’ while AW0 = 1. As can be seen 
in Figure 9, BL is lower than Vdd/2 and BLB remains 
higher than Vdd/2. In such case, the initial data processing 
part (see Figure 6) would provide a logic ‘1’ on node S 
indicating a fault-free write driver. With modifications 



 

presented in Figure 8, node S provides a logic ‘0’ that 
corresponds to a faulty write driver. 

The DfD solution is effective and requires about 40 
transistors by write driver. For example, it represents 0.5% 
of area overhead for a 512x512 SRAM. 

 

4.3. Diagnosis sequence 
The proposed diagnosis module is able to verify the logic 

(Eq.3) and analog (Eq. 2a and 2b) conditions. Obviously, a 
w0 and w1 operations are needed to diagnose the write 
driver. In this case, only defects involving a static behavior 
will be diagnosed. 

As mentioned in many published studies, defects in 
VDSM technology may also induce dynamic behaviors. 
Resulting fault models are dynamic faults [3, 4, 5] as those 
that may affect the write driver [14]. In this study it is 
shown that two successive opposite write operations must 
be performed to detect dynamic fault that may affect the 
write driver. Consequently, the diagnosis sequence able to 
deal with static and dynamic faulty behaviors as well is the 
following: 

wxxwwx  

So, only three operations are needed to fully identify a 
faulty or weak write driver. After applying this diagnosis 
sequence on the memory, reading the data on node S 
provides the required information on the correctness of the 
write drivers. 

 

5. Conclusions and future works 
In this paper we have proposed a low cost DfD solution 

for SRAM write drivers. It allows to identifying wrong or 
weak write drivers by verifying logic and analog 
conditions that guarantee the fault-free behavior of the 
write drivers. Moreover, it allows a fast diagnosis (only 
three write operations are needed) and induces a low area 
overhead (about 0.5% for a 512x512 SRAM). An 
additional interest of such a solution is its usefulness 
during a post-silicon characterization process, where it can 
be used to extract the main features of the write drivers. 

In a future work, we want to extend this DfD solution to 
make it able to deal with others blocks connected to the bit 
lines such as pre-charge circuits and sense amplifiers. The 
overall objective of this study will be to propose a global 
DfD solution to identify which block of the memory is 
defective. 
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