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Abstract—Three algorithms for double-scalar multiplication on elliptic curves, based on the representations of a pair of integers as mixed powers of 2 and 3, are presented.

I. INTRODUCTION

Elliptic curves have been known for several centuries and have been used to tackle Diophantine problems, e.g. Fermat last theorem. One fundamental property of elliptic curves, is that it is possible to add 2 points lying on a curve, and this addition is in fact a group law (see e.g. [1] for a good introduction). For instance, given a point \( P \) and an integer \( k \), it is possible to build the point \( Q = kP \) that is also on the curve. This operation is called a scalar multiplication.

More recently, elliptic curves have been used for public-key cryptography purposes [2], [3]. The security of elliptic curve-based cryptographic protocols, such as signature or encryption, is based on the so-called discrete logarithm problem, which, in some sense, is the converse of the scalar multiplication: Given a point \( Q \) that is a certain multiple \( k \) of a fixed point \( P \), can we find the value of \( k \) (in a reasonably amount of time)? The only known algorithms to solve this problem (for a well-chosen elliptic curve) all have exponential-time complexity. Note that other one-way problems commonly used in public-key cryptography, i.e. factorization or discrete logarithm problem in a finite field, can be solved with sub-exponential time algorithms.

This explains the recent attention received by elliptic curves. But the difficulty of the discrete logarithm problem can only be exploited if scalar multiplications are easy to obtain. Fortunately, a scalar multiplication can always be computed in linear time, nonetheless this operation needs to be optimized as much as possible. The methods to compute a scalar multiplication are in fact linked to the different representations of the scalar \( k \). For instance, \( k \) is often represented in base 2, or in base \( 2^u \). Also, it has been suggested to use signed-digit representations where the coefficients in the expansion are allowed to be negative. See [4, chapter 3] for a survey on classical point multiplication algorithms.

More recently, the concept of double-base number system (DBNS) has shown some advantages in implementing elliptic-curve scalar multiplication [5], [6], [7], [8]. In DBNS, an integer \( n \) is represented as a sum (or difference) of mixed powers of 2 and 3:

\[
n = \sum_{i=0}^{m} \pm 2^{a_i} 3^{b_i}.
\]

Such a representation can be found easily with a greedy algorithm and the number of terms in the sum is proved to be sublinear. More precisely, it is in \( O(\log n / \log \log n) \). This DBNS has been successfully used for a certain category of curves, i.e. supersingular curves. For ordinary curves, or more generally for curves not admitting a free endomorphism, a variation of the DBNS, called Double-Base chains has to be considered. Several algorithms can be used to find such DB-chains, including a variant of the greedy algorithm for DBNS.

Some applications, like ECDSA signature verification, need fast computation of double-scalar multiplication; i.e. \( kP + lQ \) for \( k, l > 0 \) and \( P, Q \) two points on the curve. In this paper, we present three approaches to this problem, based on joint DB-chains.

II. DOUBLE-BASE CHAINS

A double-base chain for \( k \) is an expansion of the form

\[
k = \sum_{i=1}^{n} d_i 2^{a_i} 3^{b_i},
\]

with \( d_i \in \{-1, 1\} \) and such that the exponents \((a_i, b_i)\) decrease for the product order.

For example, a double-base chain computing 1717 is given by \( 1717 = 2^6 3^3 - 2^2 3^1 + 2^0 3^0 = 1728 - 12 + 1 \). In order to compute \( 1717P \), one uses a Horner-like algorithm by considering the differences between consecutive pairs of exponents and by applying doublings and triplings and additions/subtractions accordingly.
The powers of correspond to the corresponding term. (by convention, the upper-left corner of \(3^0\) can be computed independently and added together at the 

P, Q e.g. by the number of summands in (1).

that this cost is given by the powers of the largest term and using a total of 6 doublings, 3 triplings and 3 additions. Note multiplication; i.e. a computation of the form

\[
\text{shared the same staircase walk; only the distribution of the several algorithms which compute two double-base chains that for more details).}

In Algorithm 1, the hybrid binary-ternary joint form of a 

kP + lQ requires \(t + 1\) doublings and \(5t/9\) additions on average.

\[
\begin{align*}
145 &= (0 \ 1 \ 0 \ 0 \ 1 \ 0 \ 0 \ 0 \ 0 \ 1) \\
207 &= (1 \ 0 \ 1 \ 0 \ 0 \ 0 \ 0 \ 1)
\end{align*}
\]

has joint Hamming weight 5.

In [11], Solinas introduced the Joint Sparse Form (JSF) to further reduce the average number of non-zero columns. The main idea behind Solinas’ algorithm is to make sure that out of three consecutive columns, at least one is a zero-column. Solinas’ algorithm is given in terms of arithmetic operations but it basically reduces to computations modulo 8 (bit operations). By carefully choosing the positive/negative values of the remainders (mod 8), Solinas proves the uniqueness and optimality (in the context of joint signed binary expansions) of the JSF, showing that the computation of \(kP + lQ\) requires \(t\) doublings and \(t/2\) additions on average.

\[
\begin{align*}
145 &= (1 \ 0 \ 0 \ 1 \ 0 \ 0 \ 0 \ 0 \ 1) \\
207 &= (1 \ 1 \ 0 \ 1 \ 0 \ 0 \ 0 \ 1)
\end{align*}
\]

has Hamming weight 4.

The simultaneous methods described above require precomputations of points involving both \(P\) and \(Q\). For example, the JSF algorithm needs the points \(P + Q\) and \(P - Q\) to be precomputed.

On the other hand, another class of algorithms, called interleaving methods, use precomputed values that only involve a single point, which allows the use of different methods for each scalar (such as different width-w NAFs); the doubling steps being done jointly. When the same width-w NAF is used for both \(k\) and \(l\), the overall cost of interleaving methods is \(t\) doublings and \(2t/(w+1)\) additions on average (see [4, pp 111–113] for more details).

IV. DOUBLE-BASE CHAINS FOR A PAIR OF INTEGERS

A. Hybrid binary-ternary joint sparse form

In Algorithm 1, the hybrid binary-ternary joint form of a pair of integers is calculated by first checking whether both \(k\) and \(l\) are divisible by 3. If this is the case, both digits are set to 0 and the base set to 3, otherwise we check whether they are both divisible by 2 and proceed accordingly. Finally, if the pair is not divisible by 3 or 2, we make both numbers divisible by 6 by subtracting \(k_i\) mod 6 \(\in \{-2, -1, 0, 1, 2, 3\}\) from \(k_i\), and then divide the results by 2. Therefore, in the next step, both numbers are divisible by 3 and we generate a zero column. This approach is an extension of the binary/ternary method proposed by Ciet et al. in [12].
Algorithm 1 Hybrid binary-ternary joint form (HBTJF)

INPUT: Two positive integers \( k, l \)

OUTPUT: Arrays \( hbtk[], hbtl[], base[] \)

1: \( i = 0 \)
2: while \( k > 0 \) or \( l > 0 \) do
3:  if \( k \equiv 0 \pmod{3} \) and \( l \equiv 0 \pmod{3} \) then
4:      \( base[i] = 3; \)
5:      \( hbtk[i] = hbtl[i] = 0; \)
6:      \( k = k/3; \ l = l/3; \)
7:  else if \( k \equiv 0 \pmod{2} \) and \( l \equiv 0 \pmod{2} \) then
8:      \( base[i] = 2; \)
9:      \( hbtk[i] = hbtl[i] = 0; \)
10:     \( k = k/2; \ l = l/2; \)
11:    else
12:       \( base[i] = 2; \)
13:      \( hbtk[i] = k \pmod{6}; \ hbtl[i] = l \pmod{6}; \)
14:     \( k = (k-hbtk[i])/2; \ l = (l-hbtl[i])/2; \)
15:    \( i = i + 1 \)
16: return \( hbtk[], hbtl[], base[] \)

Table 1

<table>
<thead>
<tr>
<th>( P )</th>
<th>( Q )</th>
<th>( P \pm Q )</th>
<th>( 2P \pm Q )</th>
<th>( 3P \pm Q )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P \pm 2Q )</td>
<td>(-P )</td>
<td>(-P \pm 2Q )</td>
<td>(-P \pm 3Q )</td>
<td>( 2P \pm 3Q )</td>
</tr>
</tbody>
</table>

Example 3: For \( k = 1225 \) and \( l = 723 \) Algorithm 1 returns

\[
1225 = (3 \ 0 \ 1 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0) \\
723 = (2 \ 0 \ 2 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0) \\
base[] = (2 \ 3 \ 2 \ 2 \ 2 \ 3 \ 3 \ 2)
\]

only requires 8 digits and has joint Hamming weight 3. Note that for the same pair on integers, the joint Hamming weight is equal to 7 and the interleaving \( w \)-NAF (with \( w = 5 \) for 1225 and \( w = 4 \) for 723) has 6 non-zero elements.

Since the HBTJF uses the digit set \{−2, −1, 0, 1, 2, 3\}, a total of 14 points have to be precomputed (see Table 1). Note that the points \( 2P, 2Q, 3P, 3Q \) are not needed as they correspond to pairs of integers that are simultaneously divisible by 2 or 3. Also, since the negation of a point is negligible, only one set of point difference need to be calculated; for example, \( 2Q - P \) is easily deduced from \( P - 2Q \).

The behavior of Algorithm 1 can be theoretically analyzed. Using probabilistic tools, it can be shown [13] that the average number of elliptic curve additions per bit is approximately

\[
\frac{24}{59} \times 0.7888 \approx 0.3209.
\]

Assuming \( k \geq l \), the number of doublings and triplings are approximately equal to 0.43 \( \log_2 k \) and 0.36 \( \log_2 k \) respectively.

B. Greedy approach

One disadvantage of the hybrid approach is the relatively high number of precomputations. A joint double-base chain; i.e. an expansion of the form

\[
\left( \begin{array}{c} k \\ l \end{array} \right) = \sum_{i=1}^{n} \left( \begin{array}{c} c_i \\ d_i \end{array} \right) 2^{c_i} 3^{d_i},
\]

with \( (c_i, d_i) \in \{-1, 0, 1\} \) and \( (a_i, b_i) \) decrease for the product order, can be computed using the following extension of the greedy method.

At each step, given the pair of positive integers \( (x, y) \), choose an approximation \( (x', y') \) among \( (2^a 3^b, 0), (0, 2^a 3^b), (2^a 3^b, 2^a 3^b) \) such that the quantity \( (x - x')^2 + (y - y')^2 \) is minimal. Accordingly, the coefficients in the double-base chain will be \( \left( \frac{a}{0}, \frac{b}{\pm 1} \right) \).

Thus this method relies on only two precomputations just like for the Joint Sparse Form. However, it is difficult to analyze. The next method appears to be more efficient in practice and is also straightforward to analyze.

C. Joint Binary-Ternary

Given a pair \( (k, l) \) of positive integers, let \( v_p(k, l) \) denote the largest power of \( p \) that divides \( k \) and \( l \) simultaneously. Then proceeds as follows:

1) divide \( k \) and \( l \) by \( 2^{v_p(k, l)} 3^{v_p(k, l)} \) such that the result \( (k', l') \) satisfy \( v_2(k', l') = v_3(k', l') = 0 \).
2) from all the pairs of the form \( (k' + c, l' + d) \) for \( c, d \in \{-1, 0, 1\} \), select the one such that \( 2^{v_2(k' + c, l' + d)} 3^{v_3(k' + c, l' + d)} \) is maximal. (If several pairs achieve the same maximum, any pair can be chosen).
3) divide the selected pair \( (k' + c, l' + d) \) by 2 and by 3 as much as possible and iterate the process as long as \( k > 1 \) or \( l > 1 \).

A probabilistic approach can be used to prove that the average number of addition per bit associated to an expansion of the form (2) returned by this algorithm belongs to the interval \[0.3942, 0.3945\]. Also, if \( k \geq l \), the number of doublings and triplings are approximately equal to 0.55 \( \log_2 k \) and 0.28 \( \log_2 k \) respectively.

Compared to the (binary) Joint Sparse Form, this tree-based approach requires the same precomputations, namely \( P + Q \) and \( P - Q \), whereas the number of additions is reduced by 21% on average. Finally, note that this method readily generalizes to larger digit sets, simply by considering more pairs in step 2 of the above description of the algorithm; i.e., by allowing \( c, d \) to belong to larger digits sets. This can be combined with a tree-based search for even better results. See [14] for details.

V. Conclusions

Elliptic curve digital signature verifications requires a double-scalar multiplication; i.e. the computation of an expression of the form \( kP + lQ \) for some points \( P, Q \) lying on an elliptic curve, and some positive integers \( k, l \). We have introduced three algorithms based on joint double-base chains. These approaches uses triplings and are therefore of potential

---

1In the interleaving method, the non-zero elements in both \( w \)-NAF representations are considered, instead of joint Hamming weight.
interest for curves for which this operation can be computed efficiently.
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