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Abstract— This paper details the development of an adaptivend diagnosis (detection of inconsistency betwelea t
control architecture permitting to improve the abliity and measured system’'s data and the corresponding model
robustness of autonomous mobile robot. A continunasitoring  values).
of the significant failures allows dynamically cteng the most  The detection of adverse situation using executantrol is
relevant reaction ensuring the success of the amssThis gftan used in control architecture to lead to dieci
adaptive behavior is implemented into the contnahgecture reaction. Similarly, replanning is one of the mosmmon
COTAMA. The key points of the specific mechanismslextl to reactions propose,d in robotic. For example, in tA&S
COTAMA are addressed and explained. Experimentailtsesre . . ) !
proposed to illustrate the control architecturepdida behavior. ~ architecture, the execution controller R2C [3] dete

adverse situations and erroneous requests, thehxTied
[4] component proposes high level re-planning strigts to

bil boti . b , | tolerate faults. The CIRCA architecture [5] implertse
Mobile robotic missions are becoming more compleXayaction control in order to not execute actiorfsicty

leading 1o mcrer?sled robot corr?_plr(]exny. If:’jobots havEy,id lead to identified adverse situations. Itntheses
humerous ~ powerful - sensors which —provide —accuralg.iong and functionalities redundancy to recowimgihigh
|nfo_rmat|on about the robot state.and its surr_ougdl level replanning. Similarly, the ORCCAD architee ]
environment. They also have various locomotion angses Robot-Task redundancy to switch around actions

I. INTRODUCTION

interaction capacities thanks to efficient and a&edp recover from failures

actuators. The control architecture is the ceranal critical
part of the robot which manages increasingly compbdot
activities.

In a perfect world, a robot would succeed in coripdeits

allocated missions whatever the encountered situati

Unfortunately, robots are hampered by numerousstygfe
fault. The study of Carlson and al.

demonstrates that robots are often unable to aehigeir
mission. The authors conclude that reliability, ethis the
capacity to ensure the "continuity of correct seeVi[2], is
low due to a huge variety of failures having mamigias.
Hence, in the real world robots do not always sedca
dealing with some adverse situations.

To improve reliability, it is essential to desigobust
(capacity to deliver a suitable service in advesiggations
due to uncertain system environments) and faudtramit

(capacity to deliver a suitable service despitelt$au

affecting system resources) robots [2]. In robatimtrol
architectures, robustness and fault tolerance aaelyn
based on three principles [2]: fault or adverseiasibn

detection, diagnosis, and recovery or treatmente -”broposed

following section presents a short overview of tngs
works in this domain.

A. Fault detection and recovery in control architeasr

Fault detection can be done using many techniqu

detection uses timing checks (watchdogs), reasenabs
checks (valid interval values verification), safeg
checks (verifying commands), and model-based mongo

Some architectures focus on hardware faults, asSHEe
EH (Sensor Fusion Effects Exception Handling)
architecture presented in [7] proposes a methogofog
_faults classification. Then it proposes to reco¥am
sensing ones using hardware reconfiguration. Btéttds
t al. expose in [8] a model-based fault diagnasis

_ nd al. [1] concerninge onfiguration framework using a probabilistic b
unmanned ground vehicle operating in real envirarime

automaton modeling the considered failure modesthad
nominal one.

The NASA research centers propose different soistio
its various architectures. The RAX [9] architectiras a
MIR (Mode lIdentification and Recovery) module which
detects anomalous situations using model basedhab#y
method and proposes to the executive module toveeco
from this situation. The RAX Remote Agent (RA) cept
has also been employed in the IDEA architecture], [10
which proposes to distribute timing checks obsémwabn
each agent. Furthermore, the CLARATY architecturg] [
develops a resources manager to locally manageneso
on affectation conflict and fault detection.

Finally, in the IFREMER control architecture [12§ana
to use Intelligent Diagnosis System with
dedicated decisional module to detect faults araluate
their criticality. To our knowledge, the reactioased on
software redundancy is initiated by the Human suiper.

K complete this state of the art, interesting sysvwith
regard to detection, diagnosis and/or recovery wng@sm

in robotic control architectures could be find @8], [14]
and [15].



B. Conclusion | wission

This short analysis concerning reliability and rsimgss in I 1 GLOBAL SUPERVISOR |
robotic control architectures highlights some latins. :
Many architectures implements classic detection and . - )| AL SUPERVISOR |
recovery solutions, as timing checks, executiortrob@nd A [ oo

. . 0] ub-objective
replanning. These fault-tolerant mechanisms areallysu i |

~ oy SCHEDULER

spread over the architecture and directly embeddetie X
different control algorithms. There is a lack ofolghl i \ | PI
structured approaches to efficiently integrate depéle ¥ i i
concepts into the design of the robot control aechire. y R "o Module Module
Moreover, except the replanning solutions, mogheffault

recovery solutions proposed in the literature axgegally
very basic (often rebooting or stopping) ones, Wtioe not

always compatible with the current robot context. g Eowogee | Mot ey
So, we propose a new global methodology, detaildd6],
allowing: identification of pertinent faults, detem and Fig. 1COTAMA architecture

diagnosis of the identified faults and suitablectems to All modules are based on a specific middleware whic
these faults. This paper focuses on the decisionalanages  real-time  constraints  and  modules
mechanisms based on the adaptation of the cont@@mmunications. These ones are made accordingeto th
architecture, and focuses on their integration ithe consumer/producer paradigm using specific mailboxes
COTAMA architecture. This one is presented in secti, Using middleware allows the respect of maintairighil
and the proposed methodology is summarized setiion upgradeability and reusability concepts. Modulegeha set
Then, after the presentation of the experiment evant Of different types of ports:

1 l Objective

DECISIONAL

LEVEL
A

EXECUTIVE LEVEL

section V details the decisional mechanisms impfeetkin » Data — Communication of data values between the

COTAMA. To conclude experimental results are présgn low level modules.

and discussed. » Events — Communication from the executive level to

the decisional one. These communications are

Il. COTAMA CONTROL ARCHITECTURE generated on specific contextual events (for

COTAMA (COntextual TAsk MAnagement) [17] is a example: t_he robot has .reached its goal then the

modular control architecture. It is split into tweain parts: path following sub-objective has to be stopped).

the executive and the decisional levels (Fig. 1he T * Requests — Three types of reque#tstiyatg Stop

or Kill) are available to manage the low level
modules. These ports are also used to configure
Data and Events ports.
« Parameters — The requests ports can be used for an
- external parameterization of the module. In this
A. Decisional level case, the request message is associated with a
This level is divided into two sublevels, the glblaad specific setting port.
local supervisors. TheGlobal Supervisor(GS) is in  The scheduler manages the modules execution us#ig t
charge of the mission execution. Depending on thequest port to activate or inactivate them. lbatsanages
mission, the environment and the robot state,finde the the real-time constraints on modules and sub-obgst
objectives that have to be carried out by thecal execution.
Supervisor(LS). This last supervisor manages a given
objective, splitting it into sub-objectives whichrea . THE PROPOSED METHODOLOGY
controlled by a scheduler. A sub-objective corresjsoto
a set of modules that have to be executed to ashiey
corresponding task. The LS then decides which su
objective has to be executed depending on the xioabel
the events received from the executive level.

executive level involves low level robotic controfhe
decisional level manages the executive one acaptdithe
robot mission evolution and its environment.

This section describes the methodology proposed to
B_nhance robustness and fault tolerance in COTAMAs T
methodology is divided into several steps: fault
identification, fault detection and diagnosis, tmeaction to

the detected faults.

B. Executive level . e
This level i d of hedul d | A. Fault identification

is level is composed of a scheduler and low level, . . . .
modules. These modules embed robotic algorithm, ‘j)lrhls step of the methodology is necessary to itletiie

implement specific functionalities (for example théiFi potential faults of the SVSterT" including physMgUIts
o (effecter, sensor, power, or in the control architee),
communication management).

faults in environment representation and human gdesi



faults. Human interaction faults are not yet coessd. The

tasks with users). This paper only deals with thestm

FMECA (Failure Mode, Effects and Critical Analysis)significant one for a mobile robot: the Drive olijee. This

approach [18] is used to study potential failurasd to
determine the most critical ones. It begins witluractional
decomposition of the system. For each identifiedots
function, cause-and-effect diagrams [19] bringigitl the
pertinent faults to monitor. The fault severity #@so
analyzed according to the robot tasks and the derei
autonomy level. Four severity levels are definedaky
medium, hard and fatal, which will guide the reas.

B. Fault detection

For the detection of each identified fault, dedicht
monitoring modules name@®bserversare integrated into
the control architecture. Their role is to setagfwhen a
module malfunctioning is detected or when

inconsistency in the robot behavior is observedo lan

an

objective can be decomposed into two sub-objectipath
planning and path following.

2) Robot characteristics

The experiments were carried out with a Pioneer-3io¥
MobileRobots with two driving wheels using revetsibC
motors. To perceive the environment, the robot thes
following embedded sensors: two sonar arrays, two
bumpers rows and a camera. An embedded laptop thasts
control architecture COTAMA, under a Linux RTAI tea
time operating system, and communicates, with #&lser
connection, with the robot integrated microcongnll It
also communicates with a WiFi network with a rembte
which manages the overall mission and human-robot
interactions.

Observer the most adapted existing fault detectioB. Low Level Modules

algorithm is used to detect the faults or incoesistes
occurrence.

The modular approach of the control architectutewal
flexible management of theg@bserversso that the fault
detection capacity will be adapted as a functiothefrobot

In our experiment, autonomous, teleprogrammed and
teleoperated autonomy modes are available. Each one
requires different control laws, functional and eter
modules.

1) Control Modules

mission, its environment or its available resourcesaple | lists the robotic algorithms integratedointhe

and convey information on faults to dedicated denal
modules.

C. Reaction to detected faults

The reaction to a fault uses the knowledge of teeat
robot available capacities to define a solutioptiosue the
mission. The software control architecture enabldsoad
range of reactions depending on the four sevesdtiels
used. For weak or medium faults the architectusptadion
concerns only the current autonomy level which &an
adapted to consume fewer or different resources.hiod
faults an architecture adaptation is required tdcéwo a
different autonomy level which can involve the agier’s
capacities. For example information can be reqdefsten
a human operator, or the robot can adjust its aubyn
mode. Finally for fatal faults the robot missiomaaot be
pursue and must be neatly ended.

IV. EXPERIMENTAL CONTEXT

A. Mission and robot characteristics

1) Experimental Mission

The proposed robot mission is to deliver objectstha
laboratory upon users’ request. The delivery missi®
carried out in a known environment, from which aprieri

column represents the name of these modules in the
architecture implementation.

TABLE |
ROBOTICALGORITHM IN CONTROL MODULES
Robotic tasks Algorithms Name
Path planning Lazy PRM PPL
Localization Monte Carlo Localization MCL
Robot's odometry ODO
Obstacle Deformable Virtual Zone DvZz
avoidance Safe Maneuvering Zone SMZ
Guidance Path following GUI
Asymptotic control with
Control actuator CTR
velocity saturation

2) Functional Modules

Others low level modules ensuring non robotic tasks be
used: the functional modules. For example, the
communications management is implemented into these
modules: the LAN module to communicate with WiFttwi
the remote PC, the P3D module for the USB
communication between the embedded laptop, whexe th
control architecture is executed, and the robot
microcontroller which collects sensors values apglias

map is available. However, the environment remainggmmands to motors.

dynamic since, for example, some humans can iftémac The S|M module allows performing HIL simulation. Ou
the neighborhood of the robot. experiment is HIL: the real odometric and bumpensssrs
The robot delivery mission involves four differentyre ysed, whereas the sonars values are simufdted, the
objectives: waiting for a mission, driving into theysT module receives the raw sonars values and pesdu
laboratory, and receiving or delivering objectsigfactive  gyjtaple data for the robotic algorithms.



3) Observer Modules | wisin

The following Observers have been developed to tooni como comusueenuson
and diagnosis as much as possible the identifidatéa for -
the Drive function: Mlts _>| LOCALSUPERVISOR |<Lowiveﬂs
« Hardware or collision failures observation: Theotd ' J
micro-controller embedded hardware monitors
bumper sensors, battery voltage and motor stal
Those observations are included in the P3D module

*A Sensor Observer verifies sensors data witl
reasonable checking methods as valid interve

|< Global Events

i Objective

DECISIONAL

LEVEL

Adapter

| ADAPTER SUPERVISOR |(- e CONTEXTUAL SUPERVISOR

Adaptzdlsub objective Update Event} (Modules status)]

SCHEDULER | Global Observation
Module

"
Observer Observer
+=+=  Module Module Module Module

I

1
1
1
i

! |
1
|
1

EXECUTIVE LEVEL

verification and for sonar sensors timing checks.
» An Effectors Observer uses model based approac -
a multiple-model Kalman filter [20], to diagnosis ponsnes J Mode
failures on motors or wheels. ~ | i
» A Communication Observer retrieves data on externa Fig. 2Modified COTAMA architecture

communication (WiFi) status (link, level, noise)dan

proceeds to valid interval verification on theséada  2) Diagnosis:the GOM uses this information to diagnose
* The Scheduler module verifies modules and suhke original fault and to identify the actual fauihodules

objectives real time constraints using watchdog. lfas for example a corrupted data provided by sensan

acts as an observer detecting real time faults. produce faulty behaviors in all the control modyléBnhe
* A Localization Observer monitors the localizaticatal diagnosis results depend on the detected faulalsat on
using valid interval verification. the currenmodule status

«A Path Following Observer verifies that the3) Module status:at this stage the GOM can estimate
corresponding  algorithm  respects  uniformwhich functionalities, and then which modules (fimal
convergence properties. The observer monitors thg control ones), remain active or become unavigilabhe
coherence of the robot moving along its path, anavailability of the modules functionalities are regented
monitors the asymptotic control convergence of thbas amodule status vectpvhich is updated each time a
algorithm. modification of the context is detected. On suctupdate,

an event is generated to tBentextual Supervisor

V. APPLICATION OF THE METHODOLOGY TACOTAMA. B. Contextual Supervisor

This section presents the architectural modificetiadded Depending on the current state, the new modulesstand
to COTAMA in order to integrate the previous propds o ijentified fault severity (stored in the datsda

concepts and enhance robustness and fault tolerihese according to the FMECA analysis), the CS definethé
modifications are represented in grey in Fig. 2.1 .ot sub-objective remains suitable to the nemtext.

executive level Observer Modules and a Global  the geverity of the defined context will be the évas the
Observation Modul§GOM) are integrated to detect andCS decision to alert the different supervisors wsin
diagnosis fault occurrences. At the decisional llev@ew dedicated event:

Contextual Supervisor (CS¥ added. It is in charge of .
determining the robot context depending on the ecurr
robot state, the functioning mode and the available
functionalities. The Contextual Supervisor then ages the
correlation between the current sub-objective duedrobot
context. Moreover it chooses the most suitable treac
sending specific events to the concerned supenisoally,

an Adapter Supervisor (A3 also introduced. It can select

the most suitable functioning mode of a given sub-
objective.

An adapter evenis produced if the severity of the
failure is weak or medium, to continue the current
sub-objective with an adapted configuration of the
low level modules.

A local eventis emitted to the local supervisor
when the sub-objective cannot be pursued (hard
failure).

A global eventis generated to the global
supervisor when the objective can not be managed
or if vital capacities of the robot are not avaiéab
A. Observation and detection anymore (fatal failure).

The detection-diagnosis paradigm is implemented if pecisional level
COTAMA with the following steps:

1) Information collecting: the observation information,
produced by the Observer Modules, are retrievedhey
Global Observation Module.

Previous sections show how a fault is detected and
diagnosed and how th€ontextual supervisopropagates
the decision as an event to the other supervismsrding

to the failure severity for the robot and its nossiNow we
present the different supervisors.



1) Global supervisor

The GS manages the overall mission, i.e. the different
objectives of the ongoing mission. In our delivemission,

it manages the driving objectives and interactioith users

to receive and deliver objects. A specific secunityective

is also added to manage the fatal failure repobedhe
global events. This security objective leads thigotdn a
safe state (it stops), and warning signals are rgés (as
WiFi messages or alarms).

2) Local supervisor

The main task of theSis to decompose objectives in sub-
objectives, as for example the Driving objective is
decomposed in Path planning and Path following sub-
objectives. But thd.ocal Supervisothas also to consider
the different autonomy modes: when a hard faillse i
detected (local event reception) the LS switcheanother
autonomy mode. It manages human-robot interactions,
order to provide fault tolerance at the objectievel.

MCL parameter
set

Setting
MCL
parameters

Adapter Event :
MCL Real time viclation

Optimal

Adapter Event :
Sonar failure

Degraded
Path Following,
1

Adapter Event :
Bad localization

Degraded
Path Following
2

Fig. 4 AdaptedSub-objectives management for the Path following
sub-objective.

Human
Robot
Interaction

For example Fig. 4 presents a simplified Petrimahaging
three failures in the autonomous Path following -sub
objective. It shows two kinds of reactions: an duberpof

the parameters of the MCL module, and a switch to a
degraded Path following sub-objective.

VI. EXPERIMENTS

This experiment illustrates our methodology. ItHiights
the fault detections and the involved reactions tlie
architecture. This experiment is realized HIL (Heade In
the Loop). Some of the observed faults were dediiety
created to test the detection of unusual faulte (Bonar
failure). The considered mission is to deliver &jeot from
office A to office B. Fig. 5 presents the recorded
experimental robot trajectory and lists the différenap
points where relevant events were observed. Whaiingno
the robot speed is 0.3 m/s. The control loop ohesh-

- Fig. 3Sub-objectives management for the Drive objeptiye - objective must be executed in less than 0.1 s.Ipiser of
Fig. 3 shows thg Petri net of the LS for the Dmklye_ctlve. the mission scenario
For example, in the autonomous Path following Sulpgint 1 The mission objective is received and the

obj:ect@ve, if alocal eventis received the current sub- corresponding path is generated. The path folloveing-
objective can not be pursued and a human robatictien bjective is then engaged to reach point B. (The

mode begins. The Human operator takes hand on fa@,ii;ation is performed by MCL. Blue line)

decision level of the Robot. For the Drive Objeelitwo  point o: A real-time fault on the MCL module is rapidly
possibilities are implemented: teleprogrammation - Of,sereq at the beginning of the path following @ the
teleoperation of the robot. In teleprogrammatlorquhe complexity of this algorithm depends on its paeicl
operator can restart the autonomous path generain ey this number is decreased setting the pagasnef
new way points, or can give a new path to be fatidw the module to reduce its execution time.

3) Adapter supervisor . Point 3: The robot considers that it has a localization
The Adapter supervisoreceives _adapter eve_nts.on Ipw Orproblem and so requests human help and solutiart. Boi
medium faults. Thus, for a given sub-objective,c@n tne hyman operator decides to observe the robot
propose two types of adjustments: modifying paramedt o ironment with the on-board camera in teleoperate

some modules to modify the behavior of the corredp® 1 ,qe  (The Iocalization is performed by odometens a
embedded algorithm, or switching from the curreuab-s operator. Dashed red line)

objective to a degraded version of it.

Human choice

Tele . New Way
programmation Points

New Path

Local Event

[ J
Autonomous
Path
Generation,

Human choice

Local Event

End of
generation

Autonomous
Path Following,

End of Teleoperation
OR
Local event

Path following Goal reached
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Fig. 5 Experimental mission scenario

Point 5: The operator detects that an unforeseen obstaclethis module. In this case the Contextual supervi$moses

present and decides to change the followed path.rdbot
restarts the path following optimal sub-objectivighwthis

new path. (The localization is performed by MCLangy

line)

the second one and sends an event to the Adajpernssor
to set the MCL particles number.

2) Localization failure.
It exists numerous ways to detect or observe tinat robot

Point 6: A permanent fault is observed on sonars whicls lost". This question is not so easy to resolvét & very
cannot be used anymore. The degraded autonomohs paard to diagnose the real origin of a localizatioss. For

following sub-objective with neither obstacle avande nor
Monte-Carlo localization is chosen. The missionlddoe
pursued anyway, relying on odometry for the loalan,
and decreasing the robot velocity in order to deseethe
eventual damages caused by the collision with astacte.
(The localization is performed by odometers andee@r
line)

example, the loss can be due to noisy odometrisoseror
due to the localization algorithm. But it can albe
triggered by a default (uncharted obstacle) in ahgriori
map of the environment, inducing a non-suited ezfee for
the localization algorithm, the particle filter dur case.

In our experiment fig. 6, two Observers are usedetiect a
localization problem. The first one analyzes thetatice

Point 7: The robot bumps into an obstacle. So the humdretween the localization values from the odomelaita and
operator decides to complete the drive objectivengus the MCL algorithm. It generates a flag of suspisidault

degraded teleoperation (without obstacle avoidance)
(The localization is performed by odometers andraipe.
Dashed red line)

This experimental mission shows that the robothie do
detect the different faults that occurred, and &act
depending on the current context. Sometimes thet rojts
to ask the human operator for help, and sometitresves
the problem on its own. Finally, the mission is iagebhd
despite fault occurrences.

A. Interesting Point

This section focuses on specific detection, diagnasd
reaction of the experiments.

1) Real time failure detection.
The scheduler manages the real time execution difes.
It uses watchdog techniques to detect real timestcaints
violation. To tolerate transient real time violatjothe
scheduler gives extra-time to the faulty moduleider to
let it finish its job. But if a module has sevecainsecutive
violations it is considered to be faulty in a pstsint way.
An event is then sent to notify a real time failure
At point 1 in fig. 5 the scheduler detects a peéesisreal-
time failure in the Localization algorithm of MCIAs only
one module is faulty, two solutions are availabédease the
module temporal constraint, or reduce the executina of

when the distance between these values grows uglyap
The second Observer module detects that the robwéesn
back a too long time on its path. This duration basn
experimentally tuned. This situation occurs whea tthbot
cannot follow its path, due to an uncharted obstathe
obstacle avoidance algorithm drives the robot toveno
around the obstacle and, if there is no solutiopursue its
nominal path, induces the system to go back

(m) S
o 3 e
Localization { Uncharted
fault Obstacle
[
T m

Fig. 6 Focus on the detection of localization faglu
Thus, a localization problem is encountered withirint 3
in Fig. 6. The two previous observers detect a lpralbut



unique diagnosis cannot be realized. So, the Cardkex supervisorto create a local event. Human help is needed to

Supervisor decides to ask operator’s help to disignthe
original faults.

The operator with the onboard camera detects ahnausd
obstacle. The diagnosis is relevant, the obstawieed the
robot to go backwards and the difference betweerthp
and the real environment corrupts the MCL algorithm

3) Sonar failure

When the real distance to obstacle can not besvetrior
when the sonar is broken, the microcontroller gitles

decide what to do.

VIl. CONCLUSION

Recent studies demonstrate the low reliability of
autonomous mobile robots. To improve this important
weakness, robot's control architecture must integfault
tolerance capacities. Based on a global approaalyzing
the robot system to detect potential failures, théper
proposes to include in the control architectureickdd

maximum value of sonar (5m). So, when this maximurg,qerver Modules monitoring the relevant ones. Déivg

value is observed for a long time while the rolsotioving,
this denotes that the concerned sensor is broken.

In our experiment, one faulty sonar leads to caersadl the
sonars arrays as faulty from point 6 in Fig. 6.sT¢ould be
refined considering that the robot could use onlyaa of
active sonars. So an adapter event is sent to taptar
supervisor which chooses the most degraded pdtwiog

on their severity the current functioning modedapted to
face to the failure occurrence and to pursue thesiom.
This adaptation may involve limited Human-robot
interaction or may need to switch from autonomouoslieto
teleprogrammed or teleoperated ones.

The proposed experiment realized "Hardware in tuog'l
will be soon realized in our laboratory. In theui# the

algorithm,  without obstacle avoidance and  MCLy o1 control architecture and the remote PC fonetwil

localization.

Before the sonar failure detection, the robot etescithe
optimal autonomous path following sub-objective. tiis

experiment, the optimal strategy in the autonomouasie

for the Path Following sub-objective is composedths

Monte-Carlo localization, the SMZ avoiding obstaatided
to guidance and control. Thus, considering neittiex

Observer modules nor the GOM, the control loop hi$ t
sub-objective implies the following low level modsl

P3D-SIM-UST-MCL-NAV-SMZ-LAN

If the sonars are faulty, all the modules needihg t
proximity values become unavailable: UST, MCL, SMZ[3]

and of course SIM which is not useful anymore.

The Contextual supervisor then decides to sendcal lo

event to the Adapter supervisor to switch in a ddgd path
following mode, using only the odometric estimatimfrthe

have to be enriched to address more complex mssind
situations. A series of tests will allow an estiimatof the
efficiency of the proposed approach and mechangnas
consequently the impact on robot's reliability.
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