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Agent programming and adaptive serious games: A survey
of the state of the art

ABSTRACT

This paper provides a survey of software agentsadaptive
serious games. It outlines the most important ehgks of the
game design such as adaptation. The study (i) &wesvhe state
of the art of behavior programming in agent-basaches (ii)
provides our further reflection about the agentgpamming
model dedicated to therapeutic serious game (gl dinally
introduces some major challenges to be addressedthby
community in the medium term.

Categories and Subject Descriptors
A.1 [Introductory and survey]

General Terms
Design, Human Factors.

Keywords

Adaptive serious game, agents, state of the art.

1. INTRODUCTION

Serious games are currently attracting the intesésesearchers
and professionals in various fields such as edocathealth,
vocational training, governance and defense.

Currently, there is no formally accepted definitiof serious
games. However, one can state that serious gameammonly
based on a fundamental principle which is reflettgdaking into
account simultaneously and consistently: (i) seriaspects that
determine the pedagogical objectives such as #esrmission
and/or acquisition of knowledge, know-how, or imf@tion; (ii)
and fun aspects, which focus on the motivation ahd
management of end users’ frustration. In the réshe paper, we
will refer to end users gdayers-learners.

The answer concerning players-learners motivatiais been
analyzed by research works from different angles:

- The use of appropriate and attractive human-macimterfaces
in order to facilitate the acceptance of playerdess. This
implies, for instance the choice between visual auditory
interaction modalities, display frequency and #neel of graphics
rendering details in the game e.g [24].

-The use of general principles and good practi¢egame design
in order to create an immersion or a flow as dbsctiby
Czikszentmihalyi [10].

- Allow a dynamic adaptation of the serious gameoider to
individualize and contextualize the game experiefae each
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Sonenberg (eds.), May, 2-6, 2011, Taipei, Taiwgm, YXX-XXX.
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player e.g [28]

We focus in this paper on the last two points. Weiaterested,
particularly in review of works that exploit the \ahtages of
agent-oriented programming to design adaptive ssrgames. In
fact, we study the behavioral programming of sofenegents that
can adapt a serious game according to pedagodifitives and
observed skills of the player-learner.

This paper is organized as follows: we describehien second
section our motivation, identify the challenges may confront
during the design process of an adaptive game. lé¢ediscuss
the use of agent-based approach to overcome thedlerges.
The following section aims to describe the mainrapphes of
behavior modeling in agent-based game. We presehgi fourth
section the state of art of behavior programmin@gent-based
game. Finally, we conclude this paper by: (i) ar@yg and
discussing these works (ii) and describing ouramklconcerning
agents programming dedicated to therapeutic segames.

2. MOTIVATIONS

We are interested in this paper in adaptation probih serious
games. In this context, we focus on the agent &opras a means
of behavioral modeling and programming of adapgames.

Thus, the objective of this paper is to descritee tfain work on
behavioral programming in adaptive agent-based gariibe
purpose of this section is to: (i) specify the trades posed by
adaptive games and their influence on the behdviora
programming process (i) and discuss why an agaséd
approach may be effective in this context.

2.1 Adaptive game design challenges
Among the challenges that may be confronted in design
process of an adaptive game, we can mention:

(i) Taking into account the assessment of playesagacity and
skills during the game session. This challengelse due to the
heterogeneity of players who can be for exampleldam,

students, elderly people or patients with disabgit We are
interested in systems that rely on a game desigoeps which is
centered on the user (or player-centered gamergd§§]. In this

case, the game must have adaptive behaviors toitieegand

motor skills of users and to their performancethangame.

(ii) Compliance to real-time constraints. Time dpaisits occur at
various stages such as the computing of game emnbihaviors,
the control and adaptation overhead. These elenvamtsdeeply
affect the game performance in terms of response tand
interaction quality.

(i) Creating a flow or an immersion in the ganide goal is to
introduce the elements allowing involvement of giayer in the
game world. The aim is to keep his motivation anchmitment
during the game experience. This has been insficed works
on game flow and immersion [10] [6].



According to our vision concerning the case of @esigames,
immersion can be verified by responding to contpobcess
challenges which concern: (i) the game environmeitiding the
management of its interactions with the user (fiyl @he virtual
game world that includes the control of its ensit®ich as the
virtual characters. We can mention in this casentiamagement
of:

- Difficulty level in the game: The difficulty leveshould be
adapted to the player progression and to the gatperience
goals.

- Feedback: the game must respond in a cohereningeitigible

manner to the players’ actions. We can cite forngplas:

encouragement messages, congratulations afterssuecel help
after failure or obstruction.

- Playability: we mean by playability the condit®rithat the
system must check in order to satisfy the usabditghe game.
We can cite for example: an easy game interfaceséo graphics
and sound management, and anticipation of illudioat the
system gives the choice to the player of his n&tesn the game.

2.2 Why an agent-based approach?

The realization of adaptive serious games can biewad through
an agent approach. As a matter of fact, the ideasofg agent
concept is not new in itself, as it has alreadynbesed in: (i)
games based on artificial intelligence (or Game [2B] [40] (ii)
and simulation systems and game-based virtuatydap).

In the first category, we can refer also to the efsagent concept
in commercial games such as Half-Life2 [17] (forrediscussion
see [12]) Civilization IV [8] (for analysis see j1and Black &

White [5] (for a discussion see [39]). These gammss agents to
model virtual characters with intelligent behaviors

The second category of works deals with the conoéptirtual
fidelity. In these virtual reality systems, the ageoncept is used
to model the virtual character representing the usehe game
(human-like character) eg. [26]. The agent mugtetioee have the
same behavior as a user. In this case, the repatisenof the
system behavior and its states is closely relatedsérs’ behavior.
We focus in our analysis on the adaptation of gheteavior that
is related to the first category of these works.

In general, the design of agent-based adaptive gaftevs:

- A simple game structure: games often use soéeatities or
virtual characters of the game world, such as PE&yér
Character) or NPCs (Non Player Character), as iddalities that
have a decision process.

- Facilitate management and control process in gagne
environment: the use of agent-based approach alltves
distribution of control in the game.

- Overcome the most challenges in the managemergabtime
interactions, notifications and events in the gaffieis can be
realized by exploiting the software agents’ proijgertsuch as
autonomy, reactivity and pro-activity, and by usiagents that
have a limited cycle of execution in the game sessi

- Deals with the adaptation challenge in the cantdxserious
games. This can be achieved by benefiting frometkgressive

and flexible decision-making models. These modedsused to
customize and contextualize the behavior of eachegentity.

3. MODELING BEHAVIOR IN AN AGENT-
BASED GAME

The purpose of this section is to describe the ragiproaches
used to model the behavior of game characters lsdcagents”.
The used characters are usually the NPCs ones.

We can bring out two categories of works that comdeehavior
modeling in agent-based games. The first categeajsdvith path
finding [41] so-called 'navigation' in game’s viduworld. This
category is based on artificial intelligence altfums in order to
plan paths of virtual characters in the game. We cite for
instance the A* algorithm [32] and real-time patharming
algorithms such as RTA-RG [18].

We focus in our study on the second category. [Htter refers to
the main behavior modeling approaches of gamestarhtities.
These works are usually based on Finite State Mash{FSM),
rule-based systems, Goal-Oriented Action Plann®G@AP) and
Machine Learning (ML) approach.

3.1 Finite state machines (FSM)

This approach uses a graph which has a finite nuofbstates in
order to model game entities behavior [13]. Eackdentn the
graph represents a specific context for the virtharacter, and
the transitions between the states provide theitiond that are
used to switch the behavior from one state to avoth

FSM is considered as a traditional and a simplensi¢a be used
during the design process of a video game. Foaimst, FSMs
have been already used in video games such as fAgmjpires
[15].

Using FSM requires a prior planning of all gametestaby the
programmer. This technique is therefore expensivéerms of
game development and gives a limitation to the iptissbehaviors
that a game should include.

3.2 Rule-based system

In this approach, the state of NPC depends onuies that have
been associated to it. This model has been proposéatilitate

the control of NPCs in complex games such as RHAR&de{

Playing Game). We can refer for instance to [7] @] works.

Behavior programming of the game-world entities waten

performed via XML scripts. These scripts contaihealents that
reflect the NPC behavior at a given time. For insta Baldur's
Gate [4] and Virtual Fighter 2 [34] games use thks-based
systems approach. In these systems, rules aretoszmhtrol the
NPCs’ behavior.

As in the case of FSM, prior planning of all ganaées should
only cover some behaviors expected during the giesgn phase
without incorporating other behaviors. Introducirg new

behavior to the system or a simple change in lessrmay require
a global checking of rules consistency to avoidflicta among

rules and behaviors.



3.3 Goal-oriented action planning (GOAP)

In this model, the graph nodes are considered ats gbat are
planned for a virtual character. Each charactevoshks its
behavior according to its current goal. These goate
dynamically determined during the game session. [2Bjong the
first games that have used this approach, one eamion FEAR
that is a first-person shooter game [19].

[16] is another work that uses this model for aaraghased game
architecture using dynamic generation of game gdsgents in
this architecture use a teleo-reactive programmpmsed of a set
of pairs (actions, conditions)--, to determine @icalate their
plans.

However, the real-time planning of agents’ behavieguires a
significant processing time. This can influence pleeformance of
the game in terms of responsiveness time [41].

3.4 Machine learning (ML)

Machine Learning gained the interest of many acatleqame
projects on and commercial video games [31] [23] [Dhese
studies aims at creating game worlds that are ceegpof virtual
characters that behave in an intelligent and a8iéptmanner.
This can be realized using artificial intelligeradgorithms.

This approach consists in applying learning algong to model
and calculate the behavior of agents. In this cagents represent
usually adversary characters of the game world.céfe mention
as an example of works that use this approachtettteniques of
artificial neural networks (or Neuronal Networks: NN
evolutionary algorithms [11] and the reinforcemdetrning
algorithms (or RL). This implies, for example thenks of [36]
and [1]. These works are often based on the ckdssiodeling
aspect of game’'s virtual characters, and
programming of the agents’ mental state to descititbeir
reasoning.

4. SURVEY OF BEHAVIOR
PROGRAMMING IN ADAPTIVE AGENT-
BASED GAME

In this section we discuss the problem of desigraagptive

agent-based games. A system is adaptive whemlifiésto change
its behavior or the behavior of its entities, ispense to certain
number of well identified events [2]. In the casegames, the
system can be adapted by modifying: (i) the betlragfoPCs or

NPCs in the virtual game world (ii) and the gameiemment

and its various interactions with the player [ZBjerefore, we are
interested in this section in the principal workstt deal with

these two points. Our main goal is to study the mearthrough
which the agent approach has been exploited totatapgame
behavior.

4.1 Analysis criteria

In order to analyze the works using agents to adaptgame
behavior, we propose an evaluation framework tloatains the
following analysis criteria:

- Adaptation perimeter that can be:

(i) Game agents: This consists in checking whetiherdaptation
concerns the virtual characters behavior in theegaworid.

use dynami

(i) Game environment: In this case the aim is ¢ global
game’s parameter such as objectives and quesex],speemies’
appearance intervals, game rules and so on.

-Adaptation parameter: The user parameter thabearsed by the
adaptation process which can be:

(i) User performance: the player performance oamétermined
for instance by his score, success or failure eatd time to
complete some tasks in the game.

(i) User ability: This means that the adaptatioogess takes into
account the cognitive and motor skills of the ptaye

-In-line/off-line adaptation: This criterion speei$ whether the
adaptation process is performed during the gansoseor inline
mode) or outside it (or offine mode). In the caseoff-line
adaptation, the management of the game staterie¢taut in an
implicit manner i,e game behavior is pre-plannedthy game
programmer. However, in the case of in-line adamtathe game
state is determined during the game session and¢havior
depends on this new state.

-Game'’s behavior modeling: This criterion specifies modeling
approach which is used in the game design process.

-Single/multi player adaptation: In this case wecsfy whether
the agent approach also takes into account thetattap of the
players’ collective behavior.

- Adaptation of individual /collective behavior: iBhcriterion
specifies whether the adaptation process takesdotount the
adaptation of individual and/or collective behaviof game
agents.

- Open-loop/closed-loop system: The system usespam-loop
controller (or non-feedback controller) when it doeot use a
feedback or return to determine whether its res{dtsoutputs)
have been accomplished. This system focuses on facter
because it supposes fast treatments that do netinék account
errors’ handling. However, in the case of closeapl@ontroller,
feedback is used to ensure the adaptation contiog can be
realized for instance through a decision tree otearning
algorithm.

4.2 Presentation of the state of the art

In this section we describe the main works on benav
programming of adaptive games that are based oragamt
approach.

4.2.1 Adaptive behavior programming using
personality-based adaptation technique [ 36]

This work is based on a player-centered game dekignoposes
an agent-oriented framework implemented in the Visien3D
6.2 game engine. The action scenario is built earabie’s game.
In this game, the player is represented by an atash possesses
some weapons. The goal of this latter is to kllitkaé zombies in
the game world.

In this work, game’s behavior is programmed usireesonality
adaptation module encapsulated in a reinforcemeatning
framework. The parameter used for adaptation ip#rérmance
of the user in successive game sessions. Theadidapperimeter
in this case is the virtual character so-callednag&his agent



must be in compliance with the individual style asichtegies of
each player through the game session (i,e in-liodan Each new
personality of the player-character (PC) dependsthen other
personalities that have been created before.

This work uses a behavior's modeling based on ¢emta’ goals
GOAP [25]. The proposed game uses also a rule-tmstem to
determine these NPCs’ behavior. In addition, tleerig process
used by the framework is based on a reinforcemeatning

algorithm (RL [33]). Therefore, this allows eacheay to

determine its personality according to the existings.

The control system used is closed-loop. In fact, game loop
starts with the execution of the adaptation pracBasing this
process, each agent that has its own adaptationlmedtivates
this latter to generate its personality in the gaifteis module
uses a neural network algorithm (NN). Indeed, tlystesn
calculates the new weights of the NN to generate parameters
in order to create the agent’s personality. Thiseslized while
taking into account the errors diffused by the exien module in
the game. After this reinforced learning, the peadity of the
character can be created.

This work is based on adapting the collective b&raef agents.
It applies the same behavior policy for the erdigents during the
game session. Agents in this framework represemtuali
characters that have a low autonomy and socialityabi\n
improvement of this Framework has been proposd@7h Their
contribution is to introduce tactics and strategynaepts during
the generation of characters’ personalities. Initad they use
the concept of multi-agent systems to incorporatgas ability to
agents in game.

Finally, we can note that the adaptation in thiskaapncerns only
the case of single player.

4.2.2 Adaptive behavior programming using case-
based reasoning [ 28]

In this work, the adaptation of game’s behaviofoisnded on a
case based reasoning algorithm (or CBR). The gabwiavior is
based on a prior planning of all possible gameoasti(or goal-
oriented action planning). In addition, behaviordification is
related to the different cases that are anticipatedhe game
design steps.

The adaptation perimeter in this work concerns th@me
environment. It is about the adaptation of the gaxgerience
that depends on the players’ style and perform#émoeigh a user
model.

The behavior transformation is performed via specific system
architecture of the game. This architecture costavo layers: a
reactive one that allows the management of rea-titeractions,
and the other one is the reasoning layer to matagevirtual
characters’ states.

In the reactive layer, the developer uses a behg@vimgramming
language ABL (Adaptive Behavior Language) based an
reinforcement learning algorithm [22]. This langedg based on
the partial programming. This is a programming daya that
assumes that the programmer must only specify simhaviors of
the system and give the task to its execution nedaolcreate
other more complex behaviors. The control systeedus the

open-loop one. The character or the agent in ABtoisposed of
a behaviors’ library. The purpose of the use of tahguage is to
create at the reactive layer credible and reactjents.

The reasoning layer is responsible for behavio@@psation.
Changing behavior of the characters is based oenaational
user-model.

The adaptation is realized in off-line mode. Thenagement of
the game state is performed in an implicit manset anplies the
pre-planning of the game’s actions.

Finally, this work did not address the case of iplayer
adaptation. It implies a process of user-centesdegdesign and
use reactive agents in order to satisfy the read-tiequirement in
the game.

4.2.3 Adaptive behavior programming using

neuronal networks[31]

This work is part of the Nero video game reseandjegt. This
project proposed a machine learning based on aficialt
intelligence algorithm called Neuroevolution [23his technique
was originally used by the agent simulation workdhotics field.

The adaptation perimeter concerns agents that ddemame by
learning from user actions during the game expeeeWNERO
game uses the same adaptation policy, through ehenihg
algorithm, for all game’s agents. This is done wiiking into
account the user’s performance as an adaptati@meder.

Behavior modeling is based on a ML approach thas asneural
network (NN, Neural Network). It applies rtNEAT ladng
method (realtime NeuroEvolution of Augmenting Tamp,
NEAT) [31] which is invented under the Nero project

The system controller is closed-loop as it usesaahime learning
based on NEAT or neuroevolution method. The lagidrased on
the complexification of the neural network by adding nodes and
connections to create complex behaviors for agdoting the
game session.

Adaptation in this case is in-line and involves thedification of
agents’ behavior and its base knowledge duringyétme session.

Finally, the proposed adaptive behavior programméehnique is
intended for games and simulation environments tea with
the single user adaptation.

4.2.4 Adaptive behavior programming based on

evolutionary algorithm [ 3]

This work is introduced in the context of gamesahihare based
on virtual opponents’ team (Team-oriented games).tHese
games, the adaptation concerns the behavior ofgtbaps of
virtual characters (or NPCs groups).

TEAM (Team-Oriented Evolutionary, Adaptability Meatism)
defined in this work, uses an evolutionary learrafgprithm. The
agents’ learning process is realized through thepemation of
evolutionary algorithms of each NPC that belongthe same
opponents’ group. Thus, the adaptation perimetece@ms virtual
characters of the game world.

Adaptation parameter in the case of programming WME#gents
is also the player's performance. In addition, ¢hatrol system



used is open-loop as it does not control the géeti@gent team’s
behavior.

Agents’ behaviors are programmed using the actlanification

based on an evolutionary algorithm. Moreover, atdirstate
machine is implemented as a modeling techniqueedah agent
group behaviors. For each state in the FSM, reptiege the

behavior of the agents that belong to the oppoheegsn, an
evolutionary algorithm is associated. The goal athealgorithm
is to develop or learn new behaviors of the oppbgeoup for a
given state.

This work deals with the adaptation of collectigeats’ behavior
intended for the real-time strategy games, it pltesia single
player adaptation process.

The experimentation of this work use Quake IIl cancial game
[27] in order to develop new tactics of the gamieaHy, we note
that the adaptation is used in off-line mode.

4.2.5 Adaptive behavior programming using a

reinforcement learning algorithm|[ 1]

This work introduces an agent-based adaptationcdeti to the
popular Civilization [8] strategy game. In this garthe player
should build cities and then defend them while fiogran army
in the game virtual world. The idea is to integratedynamic
generation of strategies through a learning allgorit

The adaptation parameter, used to generate the stetegy
during the game session, is the player's performaatd style.
Thus, adaptation in this case is performed inrne-linode.

The adaptation perimeter in question is the ganentag This

concerns the adaptation of these agents’ individadl collective
behavior. Indeed, agents represent the NPCs igaime and only
one of them resonates using a reinforcement legraligorithm

(or RL: Reinforcement Learning). In fact, it detémes strategies
through the Q-learning algorithm [38]. The contsyistem is
closed-loop because the feedback is used by thhineatearning
in order to compute new strategies in the game.

The RL-based agent is used in this work in ordemptovide
adaptive behaviors. The modeling agents’ behavise &
stochastic process represented by a hidden Marnkimmeton (or
Markov chain). The behavior is based on the dynamic
programming of the agents’ mental state which iduded from
the reasoning of RL-agent.

Finally, we note that this technique has only &dathe case of
adaptation to individual user behavior (or singaypr
adaptation).

4.2.6 Adaptive behavior programming based on
theory of mind [21]

This work uses the theory of mind for agent's bébrav
programming. In this type of work, adapting behawdbagents is
based on the description of the agents’ mentalestahe
experiment uses an agent called KGBot which isizedlvia a
game simulation environment of UT (Epic's Unrealifmment)
[14].

Adaptation in this case concerns the player aataagent PC).
This system communicates the game UT via a modideiiag
the control of the characters in the game world.

Modeling behavior defined in this work focuses onG&AP

approach. The internal state of the agent KGBot veadized

using the BDI model which is base on the descniptb beliefs,

goals and intentions of the agent game. The impi¢atien of the
internal state of KGBot uses, for its decision-makprocess, the
BDl-agent engine called UM-PRS [20] and the reaieti path

planning algorithm RTA- RG [18].In fact, UM-PRS #&system
based on traditional goal-directed reasoning andeactive

behavior. The control system is open-loop; ageateat use their
feedback in order to determine their actions ingame.

The adaptation is performed in in-line mode. Thisams that the
management of the state of the game depends oredéh¢ime
planning of agents’ behaviors. Moreover, this wizkbased on
the adaptation of collective agents’ behavior asretuires
behavior modification of KGBot agent. Finally, thigork was
also intended for single-player adaptation.

4.2.7 Adaptive behavior programming based on user-
model [9]

Various researches have been aborted on the adaptdtgame
behaviors by introducing system architectures #natbased on a
user model. Among these studies we choose to deg@j work.

This work is based on designing an educational gaaiked

Prime/Climb. This is a game where the player shpalsls certain
obstacles during his ascent of a mountain and @neegoffer him
a contextualized help. The goal of adaptation isgémerate
appropriate feedback to the player’'s learning sitmaduring the
game session (or in-line mode). The adaptationnpeter is the
player performance. Programming behaviors in thiseds based
on a learning model. This latter allows the plagnif the various
system behaviors associated to a learner during ghme

experience.

The adaptation perimeter concerns agents that atiagit
behavior according to the interactions’ result apthyer
progression in the game. Indeed, the game propegedsent the
help associated to the player using a softwaretyectlled a
pedagogical agent. Adaptation technique is based on behavioral
programming of pedagogical agent in the game.

Behavior modeling is based on GOAP. In fact, theaes will be
used by software agents to adapt the user’s fekdbac

Finally, the game uses an open-loop controlleresgstlt uses a
single agent in order to adapt the assistanceetaigler in a single-
player game context.



4.3 Analysis
Table 1. Overview of the state of the art analysis
. Adaptation
Adaptation In-hpe/off- of individual ,
perimeter | _ dag;ztion / collective Single/
behavior multi pla_yer
: adaptation
Adaptation Game_ S Open/close
parameter beha\{lor d-loop
modeling system
PC and . Collective
In-line X
NPC agents behavior Single-player
(36] Hybrid : ,
perfgfri;nce GOAP and | Closed-loop adaptation
ML (RL)
C_;ame Off-line -
environment Single-player
[28] User Hybrid : adaptation
performance GOAP and | Open-loop
ML (CBR)
[31] Agent In-line Collective
behavio Single-playe
User ML (NN) Closed-loop| adaptation
performanc
[3] NPC agent Off-line Collective | Single-playe
behavio adaptation
User FSM, Closed-loop
performance| evolutionary
algorithrr
[1] RL-agent In-line Collective | Single-playe
behavior adaptation
User Hybrid: ML: | Closed-loop
performanc RL, HMM
[21] PC agent In-line Collective| Single-playe
behavior adaptation
User GOAP Open-loop
performance
[9] | Pedagogical In-line Individual | Single-player
agent behavior adaptation
User GOAP Open-loop
performanc

Table 1 gives an overview about the analysis of ghacipal

works discussed in this paper. This analysis isethasn the
evaluation framework proposed before:

Adaptation parameter

According to Table 1, we deduce that the adaptgigmameter in
the reviewed works concerns either (i): the ergtiter virtual

characters that represent usually the NPCs [3] thedplayer’'s
avatars in some cases [21]. This can be perforrheslgh a
dynamic change of their behavior in the game [3]({i) or only

the game environment without taking into accoumetlikhavior of
its virtual characters [28]. However, we note aklaaf the

techniques that deals with the two perimeters aeom fact, we
bring out on the basis of this analysis two axisvofks:

(i) the first one focuses on the adaptation ofuéttcharacters’
behavior, generally called agent game, which idyaed in the
context of game Al. In this case we distinguisitween works
that use a learning process or an agent basedriegd@1] [28]

[1], and works using agent communication [3] [36].

(i) the second axis focuses on the adaptatiorchvis based on a
user-centered game design. It uses the player nau#br his
profile in order to adapt the game’s behavior. We &ind in this
axis works deals with educational games that argedaon
learners’ models [9]. However, in the context ofi@es games
both perimeters may be involved. Adaptation in ttlase must be
introduced at game design level. This requires:tdRking into
account the players-learners' actions (ii) and dbetrol of the
game environment and its components including tiéual
characters of the game world.

Behavior modeling

Behavior modeling used in game design is usualtyded on the
prior planning of the game behavior. We can mentfon

instance, the use of FSM or rule-based systemsTf#§ implies

the determination of all possible game actions teefits

realization.

Some works such as [31] [21] use machine learnimdp@ory of
mind concepts. These models assume that the agnhay
possess new states or unanticipated behavior shasually not
controlled by the system (i) and has not a timarsed
execution cycles. This can affect the processimg &nd the game
responsiveness. In addition, in the case of serjaumses, a new
generated agent behavior, which is not controllgdhie system,
can have an undesirable effect on the player'svatxin or on his
training programs.

Adaptation of individual /collective behavior

The game adaptation in most works acts generally thom
collective behavior of agents [1] [36] [37].

In-line/off-line adaptation

The adaptation technique is commonly used durireg dame
session (i,e in-line adaptation) [21] [31] [36], dasometimes
outside it (i,e off- line adaptation) [3] [28]. Hewer, this may
have an impact on the system’s or the agent’'s respeness in
the game. This can depend on the processing asdmieg time
during the game session.

Open/closed-loop system

The game’s state management is related to the lehhv
modeling technique used during the game design. ud&e an

open-loop controller system [21] [3] when we havgre-planned
behavior. In contrast, in closed-loop systems R1][ the agent
uses its feedback to determine its future stateée t@arn from its

experience [31]. This learning process can belldfithrough

machine learning or communication between agent3gl.

The use of closed-loop system through agent pragiaghallows
to the agent to learn from its previous experiendesng the
serious game session.



Parameter adaptation, mono / multi player adaptation

Finally, we can also deduce that the behavioralptatian of
agent-based games concerns only the individuabpiapehavior
(i.e single-player adaptation). Moreover, the adgagh technique
in these works use only players' performance asdaptation
parameter without taking into account the user'gnitive and
motor abilities and his motivations.

In addition, in the case of serious games, sombeciges such as
the heterogeneity of users (eg. in terms of ag#s skaining, and

health) and the training programs diversity, shdwddtaken into
account while adapting the game behavior.

5. DISCUSSION

Adaptation can play an important role in proving #ffectiveness
of serious games in various fields such as in lieeapy context.
The question of acceptance and effectiveness aletigames is
subject to the possibility of involving player inishtraining
program via the game. This can be performed throthgh
realization of games that can be adapted to thgeplaeeds,
preferences and cognitive and motor abilities. diditgon, the
introduction of collaborative and social aspectghia game can
also have a positive effect on the motivation afyprs-learners.

In order to meet these constraints during the depigcess of
adaptive games, we have proposed in this papeudy she state
of the art of behavioral programming in adaptivengacontext.
This study which is based on an agent approackseeanswer
to the key issues concerning the design of adaptvieus games.

As a perspective, we hope to develop this work fmciying an
agent programming model dedicated to collaboratieapeutic
games. The aim is to overcome most game desigrienbgak
which have been discussed in this paper.

The desired programming model should be reusalseflarible.
In fact, it should be appropriate for different égpand genres of
therapeutic serious games. The aim is to reducectdst of
developing such games. In addition, the model sheake into
account the maintaining of responsiveness and psodine
performed by the adaptation process, using a timewbed game
agent. This is the purpose of guaranteeing theopmence and
service quality of the game.

6. CONCLUSION

This paper presented and analyzed the principaksvitrat deals
with behavioral programming in agent-based adagames. The
analysis of the state of the art shows that the@tatian process is
generally based on the player's performance arld.dtiowever,

in the case of serious games, taking into condiderdahe user’s
cognitive and motor ability as well as his prefeen may be
important as it affects his motivation and consedjye the

usability and the effectiveness of the serious game

Moreover, these studies deal only with the adamtatof
individual behavior in a context of single-playesinge. Indeed,
adaptation in a multi-player context raises impuartehallenges
such as managing the consistency of players-lesimiemws of the
game. Thus, this leads us to identify the develagméadaptive
multiplayer serious games as a major challenge taduressed by
the community in the medium term.
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