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Abstract

Content Distribution Networks (CDN) are fundamental, yet expensive technologies for distributing the content of web-servers t
large audiences. The P2P model is a perfect match to build a low-cost and scalable CDN infrastructure for popular websites |
exploiting the underutilized resources of their user communities. However, building a P2P-based CDN is not a straightforwar
endeavor. In contrast to traditional CDNs, peers are autonomous and volunteer participants with their own heterogeneous intere
that should be taken into account in the design of the P2P system. Moreover, churn rate is much higher than in dedicated CL
infrastructures, which can easily destabilize the system and severely degrade the performance. Finally and foremostly, while ma
P2P systems abstract any topological information about the underlying network, a top priority of a CDN is to incorporate locality-
awareness in query routing in order to locate close-by content. This paper aims at building a P2P CDN with high performanc
scalability and robustness. Our proposed protocols combine DHJleacy with gossip robustness and take into account the
interests and localities of peers. In shéitower-CDN provides a hybrid and locality-aware routing infrastructure for user queries.
PetalUp-CDNis a highly scalable version of Flower-CDN that dynamically adapts to variable rates of participation and prevent
overload situations. In addition, we ensure the robustness of our P2P CDN via low-cost maintenance protocols that can detect ¢
recover from churn and dynamicity. Our extensive performance evaluation shows that our protocols yield high performance gair
under both static and highly dynamic environments. Furthermore, they incur acceptable and tunable overhead. Finally we provi
main guidelines to deploy Flower-CDN for the public use.

Keywords: P2P, CDN, locality-awareness, interest-awareness, robustness, scalability

1. Introduction even if the server is not overloaded. Thus, what these websites
need is a distributed content distribution infrastructure that can

Content Distribution Networks (CDN) such as Akamai are q,ickly deliver the content at large scale without the large costs
well-known technologies for distributing the content of web- 5t taditional CDNs.

servers to large audiences. The main mechanism is to replicate

. . : In this paper, we propose such a scalable and cheap CDN
requested content at strategically placed dedicated machlneg,ased onahg principlloes%f Peer-to-Peer (P2P) technologF;/. The

As they intercept and serve the clients' queries, these technol?ést decade has witnessed a paradigm shift in the design of

gies decrease the workload on the original web-servers, r“:'du?r‘i:'ternet scale distributed systems, with widespread prolifera
bandwidth costs, and keep the client's perceived latency low. ystems, pread p
. o tion of the P2P model for a wide range of applications. In a
Unfortunately, non-pro t websites (e.g., related to charities, so- oo
. . o A P2P system, each node, called a peer, is client and server at
cial organizations, scienti ¢ associations, etc.) often cannot af- . . ;
. . i . the same time — using the resources of other peers, agtny
ford the expenses of deploying and administrating a dedicated :
. . ther peers its own resources. As such, the P2P model nat-

CDN infrastructure. Nevertheless, such websites often attrac . L
urally o ers scalability: as more peers join the system, they

substantial loads, either due to their international audience or b :
: . . ontribute to the aggregate resources of the P2P network. We
being referenced by other popular websites. Thus, their undeB

2 . . . lieve that the P2P model is a perfect match to build a CDN in-
provisioned servers become easily overloaded with queries a . .
X L . . . frastructure for popular and under-provisioned websites by ex-
may fail to maintain an acceptable quality of service to their

. . . loiting the underutilized resources of their user communities.
clients. Furthermore, remote clients experience long Iatenc{{) . -
n fact, many projects have demonstrated that users are willing

to contribute to organizations whose cause they support (e.g.,

Corresponding author. Tek33670433179; Fax.. fund-raising and editing in Wikipedia, sharing idle computer
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kemme@cs.mcgill.ca (Bettina Kemme) sharing applications: After a peer has retrieved a web-page, it
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caches it and provides it to other peers that request it. Thus,
once a web-page is cached by peers, successive requests can
be served from the P2P network, alleviating the load on the
web-server. However, CDNs have stringent performance re-
guirements that are quire dérent to what is expected from a
le-sharing system. Any CDN has to focus on two performance
metrics: response timandhit ratio. A traditional CDN repli-
cates most of the content at strategic locations and thus, the
CDN can serve many client requests leading to a high hit ratio.
Additionally, response times are short if eient routing algo-
rithms nd replicas close to the clientin network locality. Tradi-
tional CDNs generally incorporatecality-awarenesgto their
query routing mechanism as it has the potential to dramatically
reduce response times as well as bandwidth consumption and
thus, increase system scalability.

However, building a P2P-based CDN is not a straightforward
endeavor. In contrast to traditional CDNSs, peers are not dedi-
cated servers but autonomous and volunteer participants with
their own heterogenous interests. Thus, they should not be
forced to store web-pages they are not interested in but should
only serve content they are willing to. Additionally, churn rate
is much higher than in dedicated CDN infrastructures. In fact,
the participation of peers is highly dynamic, implying thou-
sands of continuous joins and leaves, which creates the ef-
fect of churn. This may destabilize the system and severely
degrade the performance in the absence ofient detection
and recovery protocols. Furthermore, while many P2P syste
abstract any topological information about the underlying net-

increasing numbers of participants in order to avoid over-
load situations in the context of a large-scale application.
Additionally, PetalUp-CDN deals eciently with reverse
contexts where peers progressively depopulate the system.

We describe how to maintain Flower-CDN and PetalUp-
CDN in face of dynamic changes and failures, by relying
on low-cost gossip protocols and a locality-aware mainte-
nance protocol for our novel D-ring.

We present both an analytical and an extensive simulation-
based performance evaluation. It shows that Flower-CDN
yields high performance gains under both static and highly
dynamic environments. Furthermore, Flower-CDN incurs
acceptable overhead, which can be tuned according to hit
ratio requirements and bandwidth availability.

We provide guidelines to deploy Flower-CDN for public
use. We propose to implement Flower-CDN functionality
as an extension of the user's web browser and cover secu-
rity and privacy issues in a simple and practical manner.
As such, the user enjoys a transparent, exible and highly
con gurable experience with Flower-CDN.

In our previous work [1, 2], we introduced Flower-CDN and
M&S scalable version PetalUp-CDN. This paper further re nes
and develops our initial proposals. In particular, we elaborate

work, we have to make locality-awareness a top priority in ordethere on the a_lgonthms_ of Peta]Up—CDN, mainly with respect
to achieve short query response times. to the expansion of D-ring and its shrink. Further, we general-

Our solutions exhibit several unique characteristics that eni-Ze anq extend the mgintenance protqcols to cover all possiple

able us to overcome all of the above mentioned challenges. scenarios and dynamically adapt D-ring and the petals. This
paper also deepens the performance analysis under churn and

Flower-CDN is a P2P CDN that enables any website toinvestigates the signalling overhead both analytically and em-
e ciently distribute its content, with the help of the non- pirically. Moreover it provides the rst performance evaluation
pro t community interested in its content. Flower-CDN of PetalUp-CDN through extensive simulation and discussion.
introduces a novel DHT usage and management, called pLhe nal contribution of this paper addresses the architectural
ring, that relies on a new locality- and interest-aware keychanges that are required to deploy Flower-CDN for public use.

service. It helps new peers to quickly nd peers in the

same locality that are interested in the same website.  Roagmap:. Section 2 provides a detailed presentation of

r.[llzéower—CDN. PetalUp-CDN is described in Section 3. Section
locality and are interested in the same website into un? discusses the maintenance protocols that ensure the robust-
structured overlay clusters (callggtalg. Within a petal, ness of Flower-CDN and PetalUP-CDN under churn. A cost

peers use gossip protocols to exchange information abo&nalygis that_focuseg on th_e gossip overhead of our approach is

their content and contacts, allowing Flower-CDN to main-9/V€" in Section 5. Simulation methodology and results are pre-

tain accurate information despite dynamic changes in Or_sented in Section 6. Section 7 gives some gu@ellnes abogt the

der to support eventual queries. deployment of Flower-CDN for put_)hc use. Sgcuon 7 describes
some related work before concluding in Section 9.

We use this novel two-layered architecture consisting of a

D-ring and petals to provide hybrid locality-aware query

routing. The D-ring ensures reliable access for newo. Flower-CDN

clients, while subsequent searches are performed within

the petals. Thus, most of the query routing takes place ) ] ) )
within a local cluster leading to short query search and lo- Flower-CDN is a P2P CDN that strictly relies on interested
cal data transfer. clients rather than dedicated and expensive servers. In this sec-

tion, we rst give an overview of Flower-CDN, then we explore
We proposePetalUp-CDN which dynamically adapts to the models of D-ring and the petals.

2

We propose the organization of peers that share the sa



2.1. Overview and Preliminaries

Flower-CDN is designed to support a $&tof websitesvs
each of which has its own requestable content (e.g., set of web-
pages and documents). A websitsis supported by Flower-

CDN as long as there are a saient number of clients willing
to participate on behalf ofrsin order to enjoy a better access
to the content oWws

We implement locality-awareness in Flower-CDN via the
binning technique [3]. A peer measures its RTT to a set of
well-known landmarks -spread across the network- and orders
them by increasing latency. Physically close peers are likely to
have the same landmark ordering. Thus, each possible ordering
identi es a localityloc: 1 loc  k with k the total number of
localities.

Figure 1 illustrates the architecture of Flower-CDN. Partic-
ipant peers belonging to the same localitg and interested  Figure 1: Flower-CDN architecture with websitesnd and four localities.
in the same websitevs build together an unstructured over-
lay notedpetal(ws loc), using gossip protocols. These peers,
called content peersind notedcysioc, Cache, manage and ex-
change content ofvs, thus considerably relieving the server
of wsfrom its query load. Flower-CDN charges one peer of
eachpetalws loc), the role of adirectory peer(noteddysioc):
dwsloc KNnows about all content peetgsioc and keeps informa-
tion about their stored content.

Directory peers are also embeddedDrring, a structured
overlay based on Bistributed Hash Tabl¢DHT), to support
queries coming from new clients, that request object&/dbr
the rst time. That is, Flower-CDN relies on a hybrid archi-
tecture consisting of a set of independent petals linked via one
directory overlay (i.e., D-ring).

Instead of querying servavs a new client located itoc,

Sme.'tS Its query tq D—nryg and gets directed to Fhe dlrectory[he number of localities, to join as directory peersvicx each
peer in charge ofvsin loci.e., dysioc. Then,dysioc tries to re-

locality loc is covered by a directory pe@sioc, t0 empower

solve the query while relying on its petal or some nelghborlngIocality-aware redirection of queries. In the example of Figure
petals related tavs The query is hence redirected to some €O, Flower-CDN covers 2 websitesand and 4 localities. i.e

tent peetysioc that holds the requested objecisoc serveshe " ) Thus, both websitesand have 4 directory peers.

query, i.e., it directly transfers the object to the client. Then, based identi q h
the client can joirpetalws loc) as a content pe@sjoc, if it is In DHT’ ase systems, peer identi ers (note ID_) are chosen
from an identi er spaceS = [1 2™ 1]; wheremis the ID

willing to contribute storage resources with respect to the con o . . .
g g P length in bits. Based on these identi ers data placement is then

tent of ws For further queriescysioc Searches directly in its ; i . . ,
petalws loc) instead of relying on D-ring. typ|cally deter.mme.d by a hash function Wr_uch maps data iden-
ti ers to peer identi ers. That is, every object receives a key,
2.2. D-ring Model and thg peer wnh the ID clpsest to the obje(_:t key is rgsponsble
. o _ for storing the object or pointers to the locations of object repli-
The directory overlayD-ring is a structured overlay with & cas. When a client looks for an object with a given key, it now
novel DHT mechanism that leverages interests and network Icontacts any peer in the DHT and the request is routed through
calities of peers to construct the overlay andogently route  the DHT until the peer with the ID closest to the object key is
queries. In this section, we rst describe the drent archi-  found. This routing service takes typically in the ordetagf{(n)
tectural aspects of D-ring (i.e., key management and directorMops whera is the number of peers in the DHT.
structure), then we discuss the functionality of D-ring which|n Flower-CDN, we do not want to map data items to peers but

Figure 2: Peer ID structure in D-ring.

consists of a P2P directory service. we want that a query for websites posed by a peer in locality
loc quickly nds the directory peed,sioc. TO achieve this and
2.2.1. Key Management exploit the existing DHT infrastructure, we only have to assign

In order to ensure a fast lookup, D-Ring can be integratec directory peer a very speci ¢ peer ID, namely an identi er
into any existing structured overlay based on a standard DHDbased on the website and locality it represents. As shown in
(e.g., Chord [4], Pastry [5]). For each website 2 W, the di-  Figure 2, them bits of a peer ID are split into 2 segments, a
rectory overlay enabldsparticipant peers fror®,,s, wherekis  website IDand alocality ID:



Figure 4: Query submitted by, a new client of in locality loc = 1.

2.2.2. Directory Tools
Figure 3: D-ring distribution of keys given thiat= 8 andwW = f; ¢ In the following, we use the notatiotyso; When we need
to di erentiate between directory peers of the same wehsite
) wrt. di erent localities. Besides its DHT-based routing table, a
locality ID: directory peedysio;, Maintains:

— identi er of the locality to which the directory peer 1. Directory-indeXws loc;): a directory that indexes the con-
belongs. Itis expressed using the lowest bit-segment  tent ofwsstored inpetalws loc;). The directory contains

of lengthm,. an entry for each content pegysio , cOnsisting of 3 elds:

— A locality is mapped to an ID betwedd k 1]; information about the address @jfsio, (€.9., IP ad-
my should be chosen such thdt2 k. dress)

bsite ID: age eld useful for failure and leave detection (pre-

website 1L sented in Section 2.3.1)

— identi er of the website which the directory peer list of object identi ers (e.g., hash(url)) describing
serves. It is expressed using the highest bit-segment the content held bgysioq,
oflengthmy = (m  my). We say thatl,sioc has a completgiew of petalws loc),

— The website ID related twsis obtained uniformly represented by its directory-index.
at random from the the subspa8®=[1 2™ 1]. 2. A small set ofDirectory-summariggvs locj): these are
The identi er is obtained by hashing the url ofs summaries of directory-indexes maintained by other di-
(notedhashwy)). rectory peerslysioc; (i , J)- dwsioc; refers to any other

directory peer ofvsthatd,sio, KNOws via its routing table.
Directory peers in the same locality have the same locality ID.  Directory-summarfws loc;) is represented by a Bloom
Moreover, directory peers for the same website have the same Iter, in a similar way as has been done for cache sum-
website ID; they have successive peer IDs and therefore are  maries in [6], using the identi ers of the objects listed in
neighbors on D-ring. As shown in Figure 1, for websitel . o directory-indexws loc;).
is succeeded by, thend.,, etc. The same order appliesto _ ) )
website . If a query for an object of websit@sis now sub- Figure 4 shows a part of D-ring and focuses on the directory
mitted to D-Ring from localitylo, it is not the object key that P€€rd; 1 and three content peers for (), namely A, B and C.

is the input for the DHT routing service. Instead the search keg!: 1 mgintainsdireqtow-index; 1) that lists, for each peer in
is the concatenation sisandloc. The underlying DHT infras-  P€tal; 1), their objects (e.gA holds objects andy which are

tructure will then nddysioc as its peer ID exactly matches the initially provided by website ). Moreoverd. ; stores directory
search key. summaries received from its direct neighbors tdeg andd . ,.

An example is given in Figure 3 witk = 8, W = f; ¢

4 bits for the website ID and 3 bits for the locality ID. With 2.2.3. P2P Directory Service

hasi{ ) = 0, the website ID related to is 0. To obtain the D-ring acts as a P2P directory service for clients wishing
range of peer IDs assigned to the directory peers,ofe vary  to use and contribute to Flower-CDN. Mainly, it provides two
the locality ID from 0 and 7 (i.e.k( 1)) and concatenate itto functionalities. First, it supports rst queries coming from new
the website ID of . Thus, peer IDs and search keys farange  clients and handles them instead of the original webservers.
between 0 and 7. Similarly, withashi{ ) = 15, keys for range  Second, D-ring serves as a reliable access to Flower-CDN for
between 240 and 247. those new participants: by routing its rst query over D-ring,



a client is guided to the petal related to its localibg and its
interestwsand thus joins as a directory peer or content peer.

Algorithm 1 - process(@uery(Ows)) at dwsioc
Cwslog  directory-indexws loc;).lookup(oys)

Based on the standard DHT routing service, D-ring routes if Cysio != Null and cysgjo, is alivethen

query messages targeting a websiteand a localityloc using
a key composed of the website ID wkand the locality ID of
loc (notedIDysioc). Given thatl Dysioc @lso represents the ID

redirect query(Ows) tO Cusloc,
else

Owsioc;  directory-summariebookup(oys)

of dysioc (Cf. Section 2.2.1), the message is normally delivered  if dwsjoc; != null and dysoc; is alivethen

to the target directory peelysioc. In casedysioc has not joined

redirect query(Ows) to dwsioc;

D-ring yet, the message reaches one of its direct neighbors on  else

D-ring (i.e., which has the numerically closest IDI®ysjoc)-
A new client of websitevsthat is located ifoc routes its rst

redirect query(oys) tows
end if

query over D-ring usindDysioc. In case the directory peer in  end if

charge ofvswrt. loc (i.e., dwsioc) does not exist, the new client  if ~ sameWebsitelysoe,  clien) == true and
joins D-ring to bedsioc Using the standard DHT join procedure ~ sameLocality@usioc, client) == true then

(see Section 4 for a detailed explanation). Otherwise, the new directory-indefws loci).add(client, ows; 0)

client joins petalws loc) as a content peer via the existing di- _ end if

rectory peer. Below, we rst detail how a query of a new client

is handled by an existing directory peer, then, we discuss ho

the client joins its petal as a content peer. \%‘3' Petal Model

As previously introducedpetalws loc) consists of a direc-
tory peerdysioc and several content peetgsioc, all of which
reside in localityloc and are interested in the content provided
by ws. Petalws loc) expands progressively as more clients of
1Ewsin loc join Flower-CDN.

Each petalwsloc) provides a search infrastructure for
gueries of content peegsioc. Once a client has become a
content peecysioc, any subsequent queries that the client poses
for websitews directly usepetalws loc) instead of D-ring.

For this purpose, within the petal, content peers gossip to ex-

change and discover other content pegks,. and summaries

of their stored content (more details are given in Section 2.3.1).

Hence,cysioc Can search the summaries of fiistalws loc) to

see where a copy of its requested object might be stored. In the
remaining of this section, we describe how a petal is managed
via gossip protocols. Then, we present how a query is processed

2.2.4. Query Processing

Considerqueryoys), a query that is submitted by a new
client in localityi and that requests an object of the content o
wsnotedoys. Upon receivingjuery(Oys), Owsloc, Processes it as
shown in Algorithm 1.dysioq Searches rst its directory index
for the requested objeciys. If directory-indexws loc;) shows
thatoys is stored by some content pe®Jsioc, Qwsiog redirects
queryoys) 10 Cysiog after checking its aliveness. Thetgiog
serves the objeadys to the client. Otherwiseglysio, queries
the directory summaries, to check if somgso, might have
the requested object in its directory index. In c@gioc; IS
found, dwsioe, forwardsquery(ows) to dysioc; Which proceeds
with processfjuery(oys)). When no satisfying directory or con-
tent peer is found, the client redirectsdpseryoys) to the web-

. within a petal.
sitews
Figure 4 shows a new clierit of website with a query  2.3.1. Gossip-Based Management
q for objectx. Assuming that clienf is located inloc = 1, Gossip-style communication is used throughout a petal to

q is forwarded tod;; which searches its directory index for gisseminate summaries and their updates in an epidemic man-
x. Then,d., redirectsq to content peeA or C, which hold a ey peers also gossip to discover new members in their overlay
copy of x and thus can serve the query. Afrequests object 4nq to detect failed ones. We chose gossip-style communica-
X’ which is not contained by any peer ietal ; 1), d;1 St tjon for three reasons. First, it enables robust self-monitoring
checks itglirectory-summarieor (; 0)and (; 2) toseeifthey  of clusters: each peer is in charge of monitoring a few random
might havex’ in their directory index. If it appears s@,1  others, sharing the monitoring cost and thus ensuring load fair-
forwardsq accordingly to eithed; or d;». Otherwise, the negs [7]. Second, it eases information dissemination, such that

clientF redirectsg to the website . peers discover new content and new peers providing some con-
tent [8]. Finally, it is easy to deploy, robust and resilient to
failure.

2.2.5. Joining the Petal Basically, gossip proceeds as follows: a ppeknows a group

After processing its query, the client interestedhvisand lo-  of other peers ocontacts which are maintained in a list called
cated inloc joins peta(ws loc) as a content peeysioc. AS  pi's view. Periodically (with a gossip period notdQossip, Pi
shown in the end of Algorithm 1, the approprid@igsioc adds  selects a contags; from its view to gossip:p; sends its infor-
a new entry in its directory index: the client with its requestedmation top; and receives back other information frgmm The
object and age zero. Furthermore, the client is provided with gossip algorithm used in Flower-CDN is inspired by gossip-
list of contacts from its petal to achieve its integration. The nexbased approaches for P2P membership management, such as
section brings more insight into this issue. [7].



2.3.2. Gossip Tools Algorithm 2 Gossip behavior ofysioc
To support gossip, eadysioc locally manages the following factive behaviog

elements: loop

Wait(TgossiQ

view. increment_age)

@ viewselectoldest)

‘wsloc ”
viewS ubset viewselectsubsef)

1. content-lisCysioc): a list of the object identi ers of the
content currently held bgysioc. The list is used during
gossip exchanges in two ways:

currentcontent-;umma(yw5|_oc): a summary of the gossipMsg h content-summarfusioc), ViewsS ubset
currentcontent-lis{Cysioc) built using a Bloom lter. sendgossipMsgo Cevsmc
list(Cusloc): @ sublist that re ects the new changes ~ receivegossipMsf§ifromc) .
in the list (i.e., object deletion or insertion) wrt. a viewEntry h cf ., 0, content-summartg )i
threshold of changes (detailed later in this section) buffer merge(view, gossipMsgviewS ubset
viewEntry

2. view(Cysloc): @ partial view ofpetalws loc), which con-

tains a xed numbeNgyossip Of entries, each one referring view  bufferselectrecent()
to some othecf .. A view entry referring to a contact end loop
cf,’vsloc— contaln§ three elds: fpassive behavigy
information about the address . (e.g., IP ad- loop
dress) waitGossipMessag@
age: numeric eld that denotes the age of the entry  receivegossipMsg°from c02, -
since the moment it was created (not an indication of ~ viewSubset view selectsubsef)
c&,sloc's lifetime) gossipMs.g h content-summal@usioc), ViewS ubseét
content-summargl,..) sgndgossmMsO%o Clizio N
. . viewEntry h ¢ ., 0, content-summacg, ¢, )i
Whenevercysioc gossips Withe), .., Cwsloc Updates the entry buf fer merge(view, gossipMstPviewS ubset
related toc),,. iN View(Cusioc) as follows: the age of) .. is viewEntry
set to zero, and a Currenbntent-summa(yfj,sloc) is received view buf ferselectrecent)
from C\%sloc; thus the age zero refers to the most recent entry end loop

status. Periodically (i.e., with periotessip, Cwsloc iINCrements
by 1 the age of all its view entries. Thus, a high age re ects that
Cwsloc has not heard recently abom@f;sloc in order to refresh its
view entry.

When cysioc jOins petalws loc), view(Cusioc) IS initialized
upon its rst contact with a peer from its petal (i.e., another
c\?vsloc or dwsioc)- In Figure 4, the new clienE that has con-
tactedd. for a query, may initialize its view in two dierent
ways. In case its query is served from some (e.g.,A), F's
view is initialized from a subset o&'s view. In all other cases
(i.e., query served frowsor petal ; 2)), itisd. 1 that provides
F with a subset of its view; therk's initial view will not have
content summaries but will progressively Il them via gossip
exchanges.

in exchangegossipMs§ containing similar information from
CSVS,OC; Cwsloc CreatesriewEntry a view entry related tofl’vsloc,
with the age 0 and the current summaryc@&loc. The proce-
duremergg) collects in a buer all the entries from both the lo-
cal view and the received information frarf) ., and discards
the duplicates: if two entries related to the same contact exist,
only the instance with the smallest age value is kept. Then, the
procedureselectrecent() selects the most rece¥fossipentries
from the bu er, i.e., the ones with the smallest age values, in
order to limit the view size t&¥yossip

The passive behavior is triggered whgpoc receives a gos-
sip messsage containing summary and view information from
some content peeﬁ,%loc. Then,cysioc answers by sending back
i ; o a gossip message with its own summary and view information,
_ The gossip behavior of each content pegjiec is illustrated 54 \hqates its local view vimerge() andselectrecent() as
in Algorithm 2: the active behavior describes hoyoc ini- described previously.

tiates a periodic gossip exchange, while the passive behav- Through both active and passive behaviors of Algorithm 2

ior shows howc,goc reacts to a gossip exchange initiated by - : 00 0 L
Co and its gossip partner, i. or C; ... €Xchange their

some other content peef2, .. For simplicity, we refer to Cusloc gossip p Ewsioc O Cwsloc g

) . ) . current content summaries; they add new view entries of each

V'EV\(CWS"’C). in the algpnthm byview. L ther in their local views or refresh the existing ones in case
The actlve.behawor.ls launched after .each t|me interva hey already know each other.

Tgossip After incrementing the age of its view entrigSsioc
selects from its view: (1):8,S|OC, the oldest contact viage-
lect oldes{) and (2) viewSubseta random susbet dfgossip ~ 2-3-4. Push Behavior
view entries ( 0< Lgossip Vgossip Via selectsubsef). Then, Recall that the rst access tpetalws loc) is provided by D-
Cwsloc SENAS tco:evsloc gossipMsga message that contaivisw-  ring via its directory peedysioc that maintains a complete view
Subsetand a currentontent-summal@ysioc). Cwsioc Feceives  (or directory-index) of its petaldysioc handles rst queries of
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new clients targettingpetalws loc) and may provide them, in directory-indexws loc). Then, using list, dwsioc Updates the
some cases, an initial view gfetalws loc) to allow them to list of objects stored bg,sioc in its directory index.
integrate. A directory peer also has to maintain its directory summaries,
To maintain thedirector-index(ws,locup-to-date, each con- which are summaries of the directory-indexes of other direc-
tent peec,sioc Needs to regularly communicate wihsioc. FOr — tory peers. A directory peer pushes a refreshed directory sum-
this purposecysioc keeps track of the currenysioc and main-  mary to its neighbor directory peers when the percentage of
tains in its view a special entry fakysioc that only contains its new object identi ers (that are not re ected in the old sum-
address and its age information (notldinfo). cysioc Periodi-  mary) reaches a prede ned threshold. This delayed propaga-
cally increments the age dir-info, as it does with all its view tion is warranted as [6] has shown that directory summaries do
entries. cysioc SeNds itdir-info along with every gossip mes- not have to be updated every time the related directory index
sage sent to another content peer. This process spreads contichianges. Hence, the use of directory summaries has low de-
ous updates about the directory peer throughout its petal, whiaimand on bandwidth and memory, while achieving a low proba-
also serves to detect its failure and ensure the recovery (furthéility of false positives.
explanation is given in Section 4.2).

2.3.5. Query Processing

Algorithm 3 Push behavior ofwsjoc A content peer processes its own queries as well as other
loop queries coming from its petal. Incoming queries are sent by
counter list: count.changeg) content peers or the directory peer on behalf of a new client.
if counter thresholdthen Considerquery(oys), @ query that requests an object of the
list  list: extractchangeg) content ofws notedo,s.  Upon receivingquery(Ows), Cuwsloc
pushMsg h listi processes it as shown in Algorithm 5. Firsfgioc checks its
send pushMsdo dysjoc; own content-list In caseoys is locally cachedgysioc Serves the

resetagg(dwsioc) query by directly transferring the object to the query originator.
counter 0 Then, if the query originator is a new clierd, . adds it to
end if its view: the entry is associated to an age equal to zero and a
end loop null content-summary. To let the new peer join the petakioc

sends it a subset of its view so that it initializes its empty view.

Given that a content peer may request and access new con-In case the object is not found locallgysioc forwards the
tent, cusioc S€Nds updates about its newly stored objects tdluery based on itsontent-summariesHowever, ifCysioc has
dwsloc, Usingpush messageas depicted in Algorithm 3gysioc recently joined the petal, it might not have received content-
monitors the changes (i.e., the newly stored objectspirtent- ~ summaries yet. Therefore, it redirects the query to its directory
list(cwsloc) Notedlist for simplicity; whenever the percentage of peer. Otherwisegusioc queries the content-summaries fays
new changes reaches a prede ned threshglg,. creates list to check if Som@\(/)vsloc might have the requested object. In case
to be pushed tdysioc (via extract.changeg)). Then,Cusioc e Cosioc 1S available and aliveguery(oys) is redirected tacd .
sests to 0 its age eld afsjoc. Further, object evictions due to Which proceeds witiprocessguery(ows)). When no satisfying
cache expiration or replacement policies are reportadjig.  content peer is foundjuery(ows) is redirected to the website

as new changes via push messages. ws
By serving queries, Flower-CDN enables progressive repli-
Algorithm 4 Behavior ofdysjoc cation of an object throughout theetalws loc), based on its
factive behaviog popularity in the localityioc. Therefore, at the redirection of
loop gueries fomys by the directory peetlysioc, the load would tend
wait(Tgossip to be spread rather evenly accross the set of content pegss
view. increment_age() holding copies 0bys.
end loop

2.4. Discussion of Design Choices

fpassive behavigr In this section, we argument our design choices, mainly re-

loop _ lated to the usage of DHT and gossip protocols, and the hybrid
waitPush-Message) architecture.

receivemsgfrom Cusioc We have chosen to build D-ring over a DHT to provide an

resetage(Cusoc) , e cient and reliable lookup that guarantees that new clients
directory-indexupdate(Cusioc, push  list) can nd their petals and join Flower-CDN. However, we pre-
end loop viously raised concern about DHT limitation in terms of main-
tenance overhead under churn. As an example, Chord [4] re-
As shown in Algorithm 4dysioc periodically increments the quiresO(log2N) messages to update the P2P overlay when a
age elds of its view entries. Upon the reception of a push messingle new peer joins. In a network of 30000 peers, we ob-
sage frontysioc, dwsloc F€SELs to zero the age@fsioc's entry in - tain 220 update messages. This message overhead does not




Algorithm 5 - process(query(oys)) at Cysioc 3.1. Problem Statement

if content-lis{cwsioc)-contain(ows) then In Flower-CDN, one directory peaiysioc is in charge of
servequery(Ows) petalws loc) and is assigned three main tasks. First, it routes
if originator is newthen the queries of new clients over D-ring. For this, it maintains a
view.add Contact(originator; 0; null) routing table provided by the underlying DHT of D-ring. Sec-
sendviewsS ubsefo originator ond, it provides an access to the petal for new cliente®in

end if locality loc and processes their rst queries based on its direc-
I break tory information. Third, it indexes the content shared by all the
else

content peers,sioc and maintains these indexes under churn
and dynamic changes. Accordingly, it receives regular push
and keepalive messages from eagh. in the petal.

if content-summarieis emptythen
redirect queryOws) t0 dwsloc

els% _ To prevent the directory peer from being overloaded with its
Cwsjoc '(iontent-suTmarllelsc_)kup(qNS) tasks, Flower-CDN limits the size of the petal, i.e., the number
if Cugioc '= NUIlaNd c; o is alivethen of clients with respect to a website and a locality that can use

R 0
redirect query(Ows) 10 Gy goc and participate in Flower-CDN. For this, the maximum size of

else a petal can be xed a priori: it can be a system parameter that
redirect query(Ows) tows is tuned by the engineers according to some predictions like

en_d if the rate of participation and the average capacity of a partici-
enzni? if pant (capacity in terms of processing, bandwidth and storage).

Moreover, whenever a directory peer is overloaded, it can sim-
ply retire by leaving D-ring, and then it would be automaticallly

only increase the network load but it also introduces more delareplaced _(mqre detalls are provided by the maintenance proto-
ol of D-ring in Section 4.2).

in DHT lookup operations as update messages take some time 0 L .
bop P g However, accurate a priori prediction is not a straighforward

to get to all concerned peers and repair routing information, i
9 b P 9 endeavor. Furthermore, and most importantly, the rate of

D-ring alleviates this problem and provides more robustness;.artici ation with respect 1o a petal could exceed the average
Since only a selective set of participants take part of D-ring, itd P P P 9

size remains bounded because one directory peer representge}?ac'ty of one potential directory peer. This implies that many

whole petal. For instance, for a network of 30000, suppose thact“emS could be prevented from contributing to the aggregate

Flower-CDN supports 100 websites in 6 localities, we obtaincapac'ty of a petal in terms of processing, bandwidth and
on average 50 peers in each petal and a D-ring of B8 600 storage.

directory peers. Thus, a new directory peer only needs 85 mes-
sages to update other peers' routing tables.

Another crucial design choice is the usage of gossip prototh_ v red i h ¢ tent th
cols for petal management. They are involved in the construc- IS severely reduces the search scope of content peers as hey
ould not be able to access the content of their interest that is

tion and maintenance of the petal's unstructured overlay sincgOred by peers in the same locality but in atient sub-petal
they provide simplicity and robustness. They are also in char : ) . i
yp pictty y g PetalUp-CDN should be designed in a way that allows sev-

of the dissemination and monitoring of content-summaries be- )
cause they can perfectly adapt to dynamic changes. Flowe ral directory peers to share the management of the same petal.

CDN remediates to gossip overhead in terms of messages a 8maintain the Iocality_-_and interest-aware architecture and its
delay by con ning them in localities such that gossip exchange Igh performance, additional challenges need to be addressed.
only engage close-by peers.

Our last important design choice is the hybrid architec-
ture that combines DHT, gossip-based overlays, locality- and
interest-aware schemes. The maintenance of all these schemes implement D-ring evolution in a dynamic way that does
is combined and merged into a single protocol to limit the over- not a ect the performance of the P2P directory service.

head under churn and dynamicity. This issue is fully addressed
in the next sections. adapt the petal's management to the changes in order to

preserve the eciency of content search inside a petal.

To resolve the aforementioned problem, one could split a
petal into several sub-petals of manageable sizes. However,

adapt D-ring architecture in order to support several direc-
tory peers per petal.

3. PetalUp-CDN In the following, we rst describe the architectural changes
applied to D-ring, then present the dynamic evolution of D-ring,

PetalUp-CDN is a scalable version of Flower-CDN that dy—and nally the adapted petal management

namically adapts to variable rates of participation. In the fol-
lowing, we rst de ne the problem that PetalUp-CDN ad- . . :
dresses. Given that PetalUp-CDN mainlyeats D-ring, we 3.2. D-ring Architecture in PetalUp-CDN

then describe the architecture of D-ring and its evolution ac- The current structure of D-ring cannot support more than one
cording to the dynamicity of the P2P network. directory peer for each paiw loc). Since the problem resides



in the key management service of D-ring, PetalUp-CDN adapts
this service to scale-up D-ring.

In PetalUp-CDN, directory peers for each paus(loc) con-
secutively join D-ring. The number of directory peers in charge
of eachpetalws loc) increases progressively as the number of
clients forwsin loc increases.

Figure 6: Example opetal ; 1) in PetalUp-CDN.

Figure 5: Peer D structure in D-ring of PetalUp-CDN. at bay, D-ring follows the evolution of the petals and accord-

ingly may expand or shrink. However, the expansion and shrink

Recall that D-ring assigns Wysioc a peer ID that concate- ghoyld not disrupt the architecture of D-ring nor its perfor-
nates the ID ofvsand the ID ofioc. PetalUp-CDN introduces mance in routing queries. In the following, we discuss how

another I_D ofmg additi.onal bits wherens is a system param— to address this issue.
eter. Thisscalable IDis su xed to the peer ID as shown in

Figure 5. We thereby obtail™ consecutive peer IDs for each

pair s loc) instead of only one. Thus, we may have upfo 2 3.3.1. D-ring Expansion
instances of eactsoc, notedd"N e With 0 i <2™). Asa Directory peers ofpetalws loc) are created sequentially,
result, all directory peers for the same website and locality havatarting from d)goc- A new directory peer is created for
successive peer IDs and are neighbors on D-ring. This settlepetalws loc) when the number of content PeeXgioc can no
ment helps directory peers of the same petatiently share more be managed by the existing directory pekrs, . This is
directory information by exchanging directory-summaries (cf.detected by directory peers when they process new queries and
Section 2.2.2). Furthermore it is vital for the gradual construc-nds out that the number of their content peers is at a prede ned
tion of D-ring limit.

Each directory peedWsloc manages a partial view noted Recall that queries routed over D-ring are initiated by new
VIeV\(WS |0c)' and thereby a partiaﬂirectory-indeMs |OC)i clients that eventually join the petals. Thus, in PetaIUp—CDN,
of petalwsloc). The view of a directory peer refers to its & query targetingpeta(ws loc) scans through the existing di-
directory-index, thus both terms can be used interchangeabljgctory peersi, ... in search for an underloaded directory peer
More formally, we can state that for each websitgand local- ~ that can resolve the query and take in charge the client as a

ity loc, we have two properties: new content peer. If no such directory peer is found, the latest
o . o _ createddWsloc initiates the join of a new directory pe ksloc
Property 1. 8i;j =i, j: viewwsloc)'\ viewwsloc)) =;  |n the following, we describe how a query is routed over the

evolving D-ring and then how it is processed in such a way that
might result in the creation of a new diectory peer for the petal

By having multiple directory peers in charge of a petal, thetargeted by the query.
failure of one or more of these directory peers will not lead to a
complete loss of directory information, and will allow the sys- Query Routing. While scanning the directory peers of its target
tem to continue in a slightly-reduced capacity. Moreover, thes@etal, a query may undergo several redirections before being ac-
additional directory peers are not carrying redundant informatually served. Thus, in order to limit query response time, we
tion, but each one is responsible for maintaining informationshould minimize the number of query redirections required to
about a part of the petal. An example of PetalUp-CDN con g-reach an underloaded directory peer. Moreover, if contacted
uration is illustrated in Figure 6 which focuses patal ; 1). by every new client of its petal, a directory peer can become
Two directory peersnlol and dll share the management of overloaded even if its is just redirecting queries to other direc-
petal ; 1). Thus, they manage each one a subset of the conery peers. Thus, as directory peers share the management of

Property 2. petal(wsloc) = S 0 i<om View(ws loc)'

tent peerg; ;. directory information, they should also share the handling of
_ o new queries. Therefore, we believe that to achieve the opti-
3.3. D-ring Evolution in PetalUp-CDN mal routing, each client should discover the number of direc-

The petals expand progressively as new peers join and shrirtkry peers that have been created so far for its petal and ran-
as existing ones leave. To keep the load on directory peeidomly choose one of them to contact it. When no such global
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discovery scheme is available, we use a safe alternative that fgorithm 6 - scalable-processgueryoys)) atd\i,vsmc
described below.
When routing a query over D-ring, the client uses a key in

1: if viewsize maxDirectorythen
2. if d*l existsthen

which the website and locality IDs are set according to the in- rgéli?iact Ueny(oy) to L
formation described in Section 2.2.1. To determine the value 4: break q S wsloc
of the scalable ID in the routed key, we propose to pick a ran- _
; : . . 5. else
dom value between 0 and its middle value. For instance, if the o o viewselectNeighbor()
scalable ID is formed of 2bits, the scalable ID takes a value 7: asikgw to '6in 9
between 0 and 4. Consider a query Wi, If djg .. does 1 S'OCCW |J
not exist, the DHT routing protocol delivers the query to the wsloc  TWS0C )
9: directory-indexremove(Cysioc; )

rst preceding directory peer (i.ed\iNSIOC with 0 i < 4) be- 10: Viewremove(Cusioc)
cause the latter has the closest IDI Bﬁ,sloc. In such a case, end if ' soe
the query would have reached the latest created directory pegr. o4 if

which can locally process the query or create a new directory, ;. process@uery(ows)

peer forpetalws loc) if overloaded. h‘d\‘A‘,SIOC does exist, the

query gets tod\‘,‘Vsloc which keeps on redirecting the query to

further directory peers opeta(ws loc) until an underloaded o need to remove the redundant directory peers and eventu-
directory peer is found or created. This redirection approacl&”y end up with one directory peer to manage the small petal.
shortens t_he route of the query and distributes load rather evenh(owever, we cannot discard directory peers randomly as it has
accross directory peers. severe implications on the routing and processing of queries.
To handle this issue, we propose a solution that can be illus-
Query ProcessingWhenever the query reaches a directoryirated by a simple example. Assumeswas once very popu-
peerd, . Of the target petal, it is handled based on Algorithm 5y in |oc, which resulted in creating 3 directory peet%smc’

6, i.e., scalable-processfueryows)). First, dq,, checks its g1 andd2_ .. Then,petalws loc) starts to shrink by loos-
view size against a limitnaxDirectory maxDirectoryis deter-  jng content peers,sioc, In such a case, the three directory peers
mined a priori according to the average expected peer capacifyierge their subsets of content peety,,. andd2_ . with-

has reachethaxDirectory d, g, veri es if dijg, isin D-ring.  petafws loc).

In cased2. exists (i.e. lines 2-4x, ... redirects the queryto  More precisely, as a petal starts to shrink, its extra directory
d*1 which in its turn runsscalable-process{ueryoys)). As  peers start to resign from their directory peer positions and be-

wsloc . ) : - - h -
ford its task stops here witbreak. In casajxg}loc doesnot come again content peers. This progressive resignation involves

wsloc? . .
exist (.. lines 5-13), . Selects from its view a content peer Fhe latest created directory peers (”0%900) to avoid preak—

to join D-ring asdi;Z... The content peer is then removed from N9 the sequence Cd'wsmc_ and disrupting thg mechanlsnjs. of
the view and directory-index af,,,,. because it will no loger ~Petalup-CDN (see Section 3.3Y,,10c Can discover that it is
behave as a content peer. Afterwards, in order to avoid waith€ last directory peer of the sequence by checking that its suc-
ing for djy2 . to join, d},.,.. processes the query, in its stead, C€SSOr on D-ring belongs to a dirent petal. _

based orprocess(ueryoys) of Algorithm 1. Consequently, ~ To clearly show how a directory peer decides to resign, let
d},oc adds the client to its directory-index as a provideogf ~ US consider Algorithms 7 and 8. Algorithm 7 describes the case
and to its view as a content pegfsioc. If the view size has Wheredf,Vsloc has lost a great majority of its content peers, i.e, its
not reachednaxDirectoryyet, d, . . performs the same steps View has reached a prede ned minimum notedDirectory

to resolve the query and add the new client (i.e., line 13). Irfl,goc SENdS aequestMergeo its preceding neighbad, 2.
consequence of the above, a new client is only added to thehich accepts to merge its view withew(d\'Nsloc) only if the
view and directory-index of one speci ¢ directory peer, which resulting view has an acceptable size. In such a G#&?oc
achieves Properties 1 and 2: each directory peavih loc  yesigns andl 1 _takes over.

only adds to its directory-index and its view a partial subset of wsloe

the clients wrt. (s loc).

Algorithm 7 - shrink atd],,.
3.3.2. D-rina Shrink 1: if viewsize minDirectorythen
g 2. sendrequestMerggriew.size) tOd\INslmc

; I 1
receivean swerMergdrom d, ..
if answerMerge=yesMergethen

A petal's size evolve dynamically, sometimes decreasing as
more content peers leave and sometimes increasing as new
clients join. This may resultin some cases where an overloaded*

directory peer gets rid of its failédeparted content peers and ™ re;sllgn()k
starts serving new clients since its view size is reduced. Fur-® ?jw_?lovta eOver()
thermore, a website may loose its popularity with time, having ;' en?jn'f !

: i

content peers continuously leaving its petals. In such a case
10




Algorithms 8 describes the case th\t\gloc (i.e, notthe lat- in petalws loc) as the number of,sioc increases. Therefore,
est created directory peer) has lost a great majority of its coneachcysioc Should be able to leverage the scale-up of its petal
tent peersd\‘NsloC sends aequestMergéo d\'NSIOC which accepts independently of the number of directory peers.
only if the merged view has an acceptable size. In such a case, To enable content sharing throughquatalws loc), Cysioc

d\'NSIOC resigns andi\‘Nsloc takes over. gossips to any othemx,goc Of its petal. Thus, in Figure &; can
gossip to botlt, andcz and eventually bene t from their stored
Algorithm 8 - shrink atd _, content to satisfy its queries. But how daggyet to know con-
sloc

tent peers likess that are controlled by other directory peers? In

L if viewsize - minDirectorythen Flower-CDN, a newly joiningysioc) initializes its view based

2:  sendrequestMergeo d!

. wsloc on the view of an older content peerpétalws loc) or its own
3 receiveanswerMergérom d\INSIoc directory peedysioc. In PetalUp-CDN, one should provide the
4 if a:wswengrge:yesMergahen rst content peers off!, . with content peers related to other
5 diyi0c-reSIGN() directory peers opetalws loc). To illustrate the purpose be-
6 takeOver() hind this approach, let us consider Figure 6. Supposecthat
; en?in'? if is the rst content peer to join viall_1 and gets an initial view
: i

containingc; andc,. Afterwards,c, ]oins and gets a view con-

) ) . tainingcz which can then transmit the two contactsandc, to
Next, we detail the algorithms absign() andtakeOver(). ¢, via gossip exchanges. This solution is vey simple and prac-

In Algorithm 9, d\llvsloc is resigning to let some other existing tjcal and can be implemented as follows.

dl

Lusioc tke over by merging their directory information. Since A newd;’  uses its view and content summaries maintained

d,,<i0c Will become again a content peef, .. adds a new en- hile still a content peer off, o UnNtil its old view expires

try related to itself in its directory-index: the entry contains (more details in Section 4.1) and gets progressively replaced
the address of|, .., the list ofws content stored byd,,... by a new view related to newly arrived clients. When receiving
and the age zero. Thed\',vSIOC transfers its directory-index to  rstclients, d‘mjslloc provides them with a subset of its old view so
dl,cioc- Glysioc takes over only if the merged view or directory- that they initialize their view opetalws loc). Thereby, these
index does not exceeaxDirectory(cf. Algorithm 6 in Sec-  clients that will become content peers get to know content peers

tion 3.3). As depicted in Algorithm 10, it basically consists of of d, .. and eventually introduce them to other content peers

i _receivingdirectory—inde;(d'wsloc) and merging it with its ~ of di’2 - via gossip.

own directory-index.

Algorithm 9 d|, ..resign()for df,,;; 0 i | 1 4. Robustness Under Churn
directory-indexadd(d,,,; contentlist; 0) Dealing with the highly dynamic nature of peers is crucial to
transfer directory-indexto d,¢ .. ensure the robustness of the P2P CDN. In this section, we rst

focus on the protocols that maintain D-ring and its petals con-
nected despite churn. Then, we discuss the maintenance pro-
tocols of D-ring that aims at preserving the architecture origi-
nality. As we explain next, these maintenance protocols cover

Algorithm 10 d, ., ..takeOver()

receivedirectory-indexd, ) both approaches of Flower-CDN and PetalUp-CDN. In case of
directory-indexmerge(directory-inde)(d\',vsloc)) Flower-CDN, the notationl, . refers to the single directory
peerdysioc-

Upon the resignation af, .., d, 4. eventually detects that
it is now the last directory peer gfetalws loc) by discovering
that its successor on D-ring belongs to aatfient petal. Flower-CDN mechanisms are achieved via the connection

In the worst case, the petal ends up with one directory peebetween D-ring and the petals. However, the failure or depar-
which is guaranteed as long as there are content peers in thére of a diretcory peer may disconnect (at least partly) its petal
petal. These guarantees are provided by the maintenance pfgem D-ring. Thus, a primary concern is to maintain this con-

4.1. Maintenance of Connection between D-ring and Petals

tocols that are introduced in Section 4.2. nection despite the highly dynamic environment governed by
churn.
3.4. Petal Management in PetalUp-CDN In Flower-CDN, the maintenance protocol aims at keeping

To maintain e cient content search, a petal should not bethe one directory peer connected with all the content peers of
a ected by the multi-directory scheme. Recall that once a clienthe petal. In PetalUp-CDN, given that several directory peers
becomes a content peer, it does not use D-ring anymore arfday coexist within the same petal, one should maintain the
relies on its petal to route its queries and search for its desirabronnection of eaclu, ... to a subset of content peers from
content. Moreover, as a petal scales up, its aggregate resourdtsspetalws loc), which corresponds to itgiew(ws; loc)'. To
increase. As such, there will be more contentvsfavailable  achieve this, each content peer pétalws loc) restricts its
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communications to the directory peﬂ%vrsloc viawhich itjoined 4.2.1. Failures and Leaves

the petal. A directory peer leaves D-ring when it fails or quits the sys-
The maintenance protocol relies on two featuresish & tem. The leave Oﬁ\iNsloc is detected by its content peers, i.e.,

keepalive messages the one hand and exchangedatinfo  contained in itsiew(ws loc)', while sending keepalive or push

on the other hand. messages. The replacemendlpf, . is performed by a peer that

shares the interest in the same website's content and belong to
Exchange of dir-info.Eachcysioc keeps track of its directory the same locality, i.e., a content peer framew(ws loc)' or a
peerd it maintains adir-info which contains the address new client. Ifd, ., . leaves voluntarily, it selects from its view

and pgzlﬁD Oﬂ\i/vsloc as well as thage eld. Cysioc periodically the content peer to replace it. Otherwise, any conteqt peer of
increments itslir-info by 1 and resets it to zero whenever con- Viewws loc)' can perform the replacement as soon as it detects
tactingd\iNsloc. Recall that two content peers that gossip to eacihe failure. _ o _

other also exchange thadir-info to discover the current avail- ~ However, in case of a deliberate resignation of a directory
able directory peer. If the exchangdi-info share the same Peerd, . due to the petal’s shrink, the content peers should
peer ID, then the two content peers belong to the same dire0t confuse it with a failure and replace their resigned directory
tory peer. In such a case, they both keepdhenfo with the ~ PE€r. Any join message targeting the positiy, .. reaches the
smaller age, which refers to more recent information about theidlirectory peex, . . which is the numerically closest )., .
directory peer. Thus, whenever a directory peer leaves, some oh D-ring. In such casex;ljmslIOC noti es the content peers that

its content peers that detect it when trying to contact it, _gossi.@re trying to join and repIaCd\iNSbC about the resignation. It
the information to the other content peers concerned with this g informs then that they are now bated tod’ !

. . L wsloc*
particular directory peer so that they update tioinfo. The detection and replacement involve one directory peer

and its content peers. Thus, these protocols operate similarly
Push& Keepalive MessagesAs discussed in Section 2.3.4, the on Flower-CDN and PetalUp-CDN.
directory peer and the content peers of a petal monitor the live-
ness of each other mainly via push messages. However, this2.2. Joins and Replacements

is not enough because some content peers do not produce fre-A peerp can try to join D-ring as a directory peer either in
quent changes in their stored content and therefore rarely corgase it is initially (1) a content peer or (2) a new client. Case
municate with their directory peer via push messages. That igl) occurs wherp is replacing its failed directory peer or when
why we exploit a feature inherent to P2P systekeepalive it joins asd;2 . due to its petal's growth. Case (2) happeng if
messageswhich are periodically sent to check links betweenhas found no directory peer available fesin loc while rout-
peers. In consequence, there will be two forms of interactioning its query over D-ring, because @)is the rst/only partici-
between a directory peer and its content peptsh messages pant forpetalws loc); or (ii) all the previous directory peers of
andkeepalive message®lore preciselycusioc regularly sends  peta(ws loc) have left D-ring and have not been replaced yet.
keepalivemessages td, . in addition to push messages. In |n all cases,p uses joinDring(D! _ ) (Algorithm 11) where

. . . .. sloc:
case of the example shown in Figurecg,which is linked to |pi is the ID of the directorv)v/ peer position targeted py

d?, only sends push and keepalive messages’{o At the (i 2 Tin case (2)). Howevep does not always succeed in join-
same timed, ... periodically increments the age of its view ing because several peers may simultaneously target the same
entries and discards the expired ones as they probably refer {@cant position; the one that rst integrates into D-ring, suc-
dead content peers. Upon the reception of a push or keepaliv@eds.

message frontysjoc, d\'NS,DC resets to zero the age Ofsioc's

entry in itsdirectory-indexws loc). Algorithm 11 - joinDring( ID{NS,OC)
1: route joinMessag@D|,,.) over D-ring

4.2. Maintenance of D-ring 2: directoryPeer joinMessag@D}, ):destination
3: if directoryPeenlD == ID| (. then

Churn has severe implications on D-ring architecture and op-
eration in the absence of appropriate maintenance protocols. If*
a directory peer fails or leaves, its queries will be redirected to ta,fget IDg i
unconcerned directory peers and the clients will not be able to%  dir-info.update(directoryPeey
join their target petal. Thus, D-ring should be able to detect and 6 if new clientthen
recover from failures and leaves. Furthermore, to support the join peta(ws 10C) asCusioc
gradual construction, D-ring should enable directory peers to 8 endif
dynamically join D-ring without disrupting the architecture. In o else i
the following, we rst discuss the failures and leaves, then thel® Pecomed, _
joins and replacements of directory peers. The protocols that cqnstructdlrectory—lndex
handle such events are notexted by whether one or several 12 €nd if
directory peers exist for the same petal (i.e., Flower-CDN or
PetalUp-CDN). More details are given below. Similarly to the standard join in DHT-based overlays,
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routes a join message with a key equdlm@,sloc and eventually evolution of R(x) and accordinglynsdx) with the number of
reaches a directory peer from the overlay referred to by destinaeundsx. Then, we compute the number of rounidsequired

tion (i.e, line 1-2). If the target position is not vacant (i.e., linesto spreads throughout a petal of size, i.e., to reachR(f) = P
3-8), the join message reaches the curt%gltoc andpdiscovers wheref represents the nal round. Finally, we measure the -
its current directory peer to update ds-info. Then, ifpisa  nal number of messagd4(f) generated during thErounds to
new client, it simply joingetalws loc) as a content peer. Ifthe spreadS in the petal.

target position is vacant (i.e., lines 9—13)become$i\‘NSIOC and Following common practice, e.g. [9], in our analysis we do
gradually contructs its view and directory-index as its contennot take into account the peers that join and leave the system
peers discover its join and send it push messages. As introducédring the rumour propagation.

in Section 4.1, content peers discover the joipaf they try to

contact their previous directory petdg'lgsloc and detect its leave. Round 1

Then, some of them will try to join, detect that there is already The author include$§ in its gossip message and sends it to
a new directory peer and update their-info. Subsequently, one contact of its view. The number of messages used for
the information about the ned .. spreads rapidly via gossip spreadingS during this round isnsg1) = 1. The number of

to content peers related %smc- peers that are now aware 8fis R(1) = 2, i.e., the author and

I the previousd, ., had voluntarily left, it would have trans-  the contacted peer.

ferred a copy of its view and directory-index to the new direc-
tory peerp before its departure. Moreover, in capevas a Round (x1)

content peer before joining D-ring, would hold content sum- In round & + 1), R(X) peers are aware d. Each aware
maries and use them to answer its rst received queries, whilgeerp selects the oldest contact from its view and sends to it
waiting for its new directory-index to be built. its own summary together with a randomly selected subset of

summaries from its view. The author of the rumor propagates
- Subsequent to joins and leaves of directory peers, routing ta¢ in all rounds, while other aware peers include S in their gos-
bles should be updated to ensure a correct lookup. For this, Wgp message with probabilitys ; ps = Lgossig™Vgossipbecause
I‘ely on the underlying DHT pl‘OtOCOlS that can norma”y deteCtLgOSSipis the number of summaries random|y selected among
the presence or the absence of a directory peer and propaga# peer's view summaries, i.8/gossip

the changes. Some of the peers to which an aware peer sends the rumor
may have already received it in a previous round, e.g. from
5. Cost Analysis another peer. We should exclude these peers from the ones that

become aware in round ¢ 1). Let paware(X) be the probability

In this section, we analyze the overhead of our gossip-basegk choosing a contact that is aware by the end of roxnide.
approach which is used to spread the changes in content sufifrat became aware during some round previous to roxhd).
maries. Furthermore, the analysis aims at guiding the con guThys, the probability of choosing an unaware contact in round
ration of gossip parameters in order to minimize the overhead(x + 1) iS PunawardX) = 1 Paware(X). An aware peeip can

Let us consider a change in the content summary of a pagossip to one of @ 2) peers, sincg cannot gossip to itself
ticular content peer, callealithor, as arumor to be propagated nor to the contact it gossiped to in the previous round. Out of
via gossip. We analyze a single rumor notedSsand mea- (p 2), there areR(x) 1) peers aware @, given thatR(x) is
sure the number of messages required to spBetitfoughout  the total number of aware peers includipgThus, Paward(X) =
a petal of sizeP. Notice that a content summary is a compactR(x) 1)XP 2)andpuawadX) =1 (RX) 1P 2).
representation of the content stored by a peer, and whenever thegrom the point of view of the author peer, the probability of
peer's content is updated due to a new object insertion or de'%‘noosing an unaware contact in roume {) iS Pawareauthor(X) =
tion, it does not necessarily act the summary. This is why in (R(X) 2)HP 2). The author does not send the rurSiao its
our analysis we assume that the updates on summaries are Rpkvious contact that is already awareSofThus,
frequent. L Punawareauthor(X) =1 (R(X) 2)HP  2).

The rumor propagation is initiated by the authorStipon Based on the above discussion, the number of peers that are
its rst gossip round following the rumor creation. Since a con- gware ofS in the (x+ 1) rounds is:

tent peer includes its own summary information in every gossip
message, the author sends S in each gossip round. A content Rx+1)=R(X)+1 Punawareauthor(X)
peer that receives the rumor is calladare Once aware, a +(RX) 1) ps) PunawardX) @
peer may patrticipate in the rumor propagation at the rhythm
of its gossip behavior. As done in most gossip studies (e.grhe expression is explained as follows. The number of aware
[9]), we assume that the rumor propagation can be broken intpeers afterX + 1) rounds is equal to the number of peers pre-
synchronous rounds during which every aware peer initiates @iously aware, i.e., R(x), and the number of peers newly aware
gossip exchange with one of its contacts. contacted by some of tHe(x) peers during roundx(+ 1). The

Let R(x) be the number of peers that become awarg diir-  contact of the author is a newly aware peer with a probabil-
ing roundx, andmsgdx) the number of messages that dissem-ity punawarsauthor(X). Only aps fraction of the R(x) 1) other
inate S during roundx. In the following, we rst observe the aware peers (i.e., non author peers) forward their contacts.
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Figure 7: Impact of petal siz@ on the number of rounds required to spread the Figure 8: Impact of probabilitps on the number of rounds required to spread
rumor in the petal the rumor in a petal of size = 100

Outofthe R(X) 1) ps contacted peers, Bunaward X) fraction
are newly aware of S.

The rumor propagation keeps going until a nal rourid
whereR(f) = P, i.e., until the whole petal becomes awaresof
If we replace roundX + 1) by the nal roundf in Equation 1,
we obtain:

R(f) = R(f-1)+ 1 punawareauthor(f-1)
+(R(f-1) 1) ps) Punawardf-1)

Letussetps = and HP 2)= and convert Equation 2 to
polynomial form. Then, we obtain:

)

Rfy= R(f-1)+(1 + +2 )RF-1)
+2 +1 (3) Figure 9: Impact of petal siz@ on the number of messages required to spread
the rumor in the petal
Equation 3 can be illustrated by a curve for some given values

of ps andP. In Figure 7, we seps = 10=50 and plot three  anq sent by the peers that are awareSadt the beginning of
curves, each one for a derentP (i.e, P = 100,200 300). We  roynd (& + 1) (i.e.,R(x)). Thus, the total number of such mes-
can see thaR(f) = P after 35 rounds folP = 100; after 40 sages isnsgx+ 1) = 1+ (R(X) 1) ps, which re ects one
rounds forP = 200 and after 45 rounds fd? = 300. This  message sent by the author peer and the messages sent by the
resultre ects acommon property of gossip protocols: the largefest of the aware peers (i.eR(K) 1)) with probabilityps. Af-

is the size of the petal, the more is the number of rounds needgg t rounds, the nal number of messaghK f) generated for

to propagate a rumor. spreadings into the petal is:
In Figure 8, we seP = 100 and plot three curves, each one
for a di erentps (i.e, ps = 10=20; 10=50; 10=70). We can see Xt Xt
thatR(f) = P after 20 rounds fops = 10=20; after 35 rounds M(f)= msdy= 1+(RX) 1) ps (4
for ps = 1050 and after 45 rounds fqus = 10=70. Indeed, a =1 =1

higherps implies that content peers that are aware of a rugor In Figures 9 and 10, we illustrate the variation\d{f) with ps
are more likely to propagat® in every gossip exchange. That andP, respectively.
is why S is propagated faster througout the petal. In Figure 9, we seps = 1050 and varyP. As shown, the
As a result, we can conclude that the intra-petal gossipingjumber of messages increases linearly with the increasing petal
has a good convergence speed with respect to the number sie, which once again asserts the property of gossip protocols.
rounds. Note that the selection of the gossip pefgeksip  In Figure 10, we seP = 100 and varyps. Interestingly, when
e ectively regulates the speed of gossiping in real timeincreasingps from 0:1 and 1, the number of messages decrease
However, it does not aect the protocol's emergent behavior or by 35 %. This is because increasipg reduces the number
its convergence speed. of rounds which has a great impact on reducing the number of
redundant messages, i.e., messages sent to peers already aware
Let us now compute the number of messages needed faf R. In fact, with a highems, the rumor tends to be widely
propagating the rumo8. The messages that propag&en propagated from the rst rounds during which it is more likely
round + 1) are the gossip messages carnghg round k+1)  to reach unaware peers. Given that the propagatioR &f
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the communication cost is the number of messages, the optimal
value forps is equal to 1, because it gives the lowest value for
the number of messages (see Figure 10). The valys of 1

is acheived by settind4ossip €qual t0Vyessip When con gur-

ing Flower-CDN. In contrast, when the view size is large (e.g.,
Vgossip= 50 entries), i.e., when the dominant factor for the com-
munication cost is the number of sent views, a smpglyives a
better communication cost (see Figure 11).

6. Performance Evaluation

To extensively evaluate the performance of our protocols, we
perform two simulation-based analyses undeedént environ-
mental contexts and experimental setups. In the section, we rst
describe our evaluation methodology and then we present and
discuss each analysis.

Figure 10: Impact of probabilityps on the number of messages required to
spread the rumor in a petal of siBe= 100

6.1. Evaluation Methodology

We conduct simulation-based experiments using Peer-
Sim [10], a Java-based simulator speci cally tailored for P2P
protocols. PeerSim provides an event-driven framework that
enables us to model the latency of each individual link; how-
ever, it does not provide support for simulating bandwidth and
CPU resources. Given that P2P networks are built on top of
the Internet, we generate an underlying topology of peers con-
nected with links of variable latencies; the model inspired by
BRITE [11] assigns latencies between 10 and 500 ms. Locali-
ties are modeled using the binning technique [3]. Weluses
localities that are non-uniformly populated.

Figure 11: Impact of probabilitps on the total number of views exchangedto ~ Given that D-ring relies on a DHT-structured overlay, we

spread the rumor in a petal of siPe= 100 choose Chord overlay [4] for its simplicity; we simulate its rout-
ing and churn stabilization protocols and adapt its key manage-

ment service as explained in Section 2.2.1, to be able to sim-

achieved within fewer rounds, the number of redundant mes- . :
AR ulate the D-ring protocol. To construct D-ring overlay, we as-
sages is signi cantly reduced.

Figure 11 shows the total number of views exchanged duringe < that Flower-CDApetalUp-CDN suppor§sVj = 100 web-

the f rounds with increasings. We derived this gure from %ltes, which results ik jWj = 6.00 directory peers.
. . C . We compare Flower-CDN with the DHT-Directory approach
Figure 10, i.e., by multiplyingps by M(f), because each gossip th

message contains a fractig of the view. As shown, with at is widely employed in the P2P CDN litterature [12, 20, 21].

increasing the value dfs, the number of sent views increases In DHT-Directory, all participant peers are part of one struc-
g s’ " tured overlay based on a traditional DHT. For each requested

object, a small directory of pointers to recent downloaders of
the object. The storing peer, which is comparable to our di-

The results of our analysis show that our gossip-based apectory peer, is identi ed by the hash of the object's identi er
proach spreads the rumors with a reasonable communicatiomithout any locality or interest considerations. A query always
cost, i.e., less than 4 messages per petal member (see Figunavigates through the DHT and then receives a pointer to a peer
9). Notice that we have obtained this cost in the worst casehat potentially has the object. We chose the DHT-Directory
i.e., where there is only one rumor in each message. Howevesirategy because it shares some similarities with Flower-CDN
if there aren rumors in each message ¢ 1), the number of with respect to the directory structure. This makes a compari-
messages per rumor and petal member is less than 4 son easier and at the same time allows us to see thete of

The results of our analysis also help us to con gure e  locality-based petals and their gossip-based management.
parameter based on the view size, in order to optimize the com- Each experiment is run for 24 hours mapped to simulation
munication cost of our gossip-based approach. This con guratime units. In order to keep the load at bay, we restrict the
tion is done particularly by studying the behavior of the curvesquery generation to @ctive websites ofW. For our query
depicted in Figures 10 and 11. When the view size is smallvorkload we use synthetically generated data because available
(e.9., Vgossip = 5 entries), i.e., when the dominant factor for web traces re ect object accesses while we are interested in
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website accesses. Each active website provides rb@bob- . .
Table 1: Simulation Parameters

jects which are requestable and cacheable (e.g., web page of 10pzrameter Static setup Dynamic setup
100 KB, though we do not model object size). Our simulation [ Latency 10-500 ms 10-500 ms
model assumes no correlation betweenedent website com- Nb of localitiesk 6 6
munities and applies zipf distribution for object requests sub-| Nb of websitegwj 100 100
mitted to each ative website &% [13]. The websites involved | PopulationP 4200 3000-15000
in our system are small specialized sites: each site speaks dj-YUnderlying network 5000 P 13
Mean uptimem - 60 min

rectly to the speci c needs and interests of its committed com-

munity. Hence, they dominate their targeted niches and get Nb of objectéwebsite 500 500

considerable trac. A peer only poses queries for objects un- gﬁ;%;?;esize GBi;ggeﬁgc 1 qu;(rg’/gorrgirtv{speer
available in its local storage (i.e., it never issues the same query p,sh threshold 0.1;0.5: 0.7 05
more than once). Moreover, we assume that a content peer hasy ., 20: 50: 70 30
enough storage potential to avoid replacing its stored content Tg,ssip 1 min; 30 min; 1 h 1lh
through the experiment's duration. As a peer only stores con: Lgossip 5; 10; 20 10

tent it has requested, this is a reasonable assumption given the
usual browsing activity of individual users. ) ) .

Our performance evaluation covers two analyses in bottf-2- Performance in Static Environment
static and dynamic environments. The main simulation param- The rst set of experiments is conducted in a static envi-
eters used in the analyses are summarized in Tal3@rhmary ronment where peers do not leave the system after joining it.
sizedenotes the size of the Bloom Iter representing the con-Here, we focus on quantifying the gains in Flower-CDN due to
tent summary; we assume that the maximum number of objectecality-awareness. Furthermore, we aim at evaluating the price
held by a content peer is limited by the total number of objectso be paid for achieving these gains, by examining the trade-o
provided by its website, thus we saimmary sizaccording to  between hit ratio and gossip bandwidth consumption.
the analysis in [6], to minimize both false positives and stor-
age requirementsPush thresholdefers to the percentage of §.2.1. Static Setup
new changes beyond which a content peer launches a push exexperiments start with a stable D-ring: for each pair (web-
change with its directory peer (cf. Section 2.3Mjessiprefers  site, |ocality), there is one directory peer with an empty direc-
to the view size andgossipto the gossip period as described in tory, petals related to the 6 active websites, are built progres-
Section 2.3.1 while.gossip refers to the maximum size of the sjyely during the simulation as new clients join in. Queries are
view subset exchanged in a gossip round. More details aboenerated with a rate of 6 queries per second, distributed be-
the tuning of these gossip parameters are given in the followingyeen the 6 active websitds For each query intended to a

sections. _ _ given websitews two selections are carried out: (1) a new
In our experiments, we measure the following performanceient or a content peer afisis chosen from a random local-
metrics: ity as the query originator, and (2) the queried object is se-

lected, using zipf law, amongs objects. Then, new clients
Backgroundtra c: the average trac in bps experienced  pecome content peers and join their corresponding petal. When
by a content or directory peer due to gossip and push exy petal reaches its maximum size nofeetalS ize(set by de-
changes. fault to 100), no new clients may join the petal. With this,
we avoid that the directory peer is overloaded with the main-
Hit ratio : the fraction of queries satis ed from the P2P tanance of the petal information. In consequence, the petals of
system. Hitratio is an indicator of the degree of server loady given website evolve at dérent rythms and sizes. Eventu-
relief achieved, given that the fraction of queries re ecteda”y' we should have up thl = jWj k petalSizeparticipant
by the hit ratio are not redirected to the server. peers. However, since we are only looking at 6 active websites,
N = jWj k+(6 k petalSizgwhich is equal to 4200 participant
Lookup latency: the average latency taken to resolve apeers in the current con guration.
guery and reach the destination that will provide the re-
quested object (original server or content peer). Lookugs 5 5 Trade o: Impact of gossip
latency is an indicator of the system's searclcency, be-

: . The rst experiments evaluates the trade-af Flower-CDN.
cause it measures how fast objects are found.

Therefore, we investigate the impact of background traon
T fer di h Kdi . the performance of Flower-CDN, by varying the gossip param-
ransfer distance the average network distance, 'ntermseters:gossip length(Lgossid, GOSSIP period(Tgossid andview

of latency, from the querying peer to the peer that will Pro-gize(v. .Y We also variecbush thresholdbut we do not
vide the requested object. Used with queries satis ed from (Vaossip- ® d

the P2P system, the transfer distance re ects how well the

system exploits the locality-awareness in nding close re- 1We could not submit larger workloads because of the simulator limitations

sults to clients. in terms of memory constraints. However, the chosen workload still gives us a
good understanding of the relative behavior.
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Table 2: Impact of Gossip

Lgossip | hit ratio background traffic
5 0.823 37 bps
10 0.86 74 bps
20 0.89 147 bps
(@) VaryingLgossipWith (Tgossip= 30 min; Vgossip= 50)
Tgossip | hit ratio background traffic
1 min 0.94 2239 bps
30 min 0.86 74 bps
1 hour 0.81 37 bps

b) Varying TgossipWith (Lgossip= 10; Vgossip= 50
(b) YINg fgossip ( gossip gossip ) Figure 12: Trade o between hit ratio and bandwidth in Flower-CDN

Vgossip | hit ratio background traffic
ég 8';2 ;3 EE: Table 2(c) illustrates the results of the variation\@bssip
70 0.863 74 bps As shown, increasing the view size does noeet bandwidth

consumption, while the hit ratio presents a slight increase of
0.083 when enlarging the view from 20 to 70 contacts. In fact,
a larger view size only requires more storage space but does not
show the results which illustrate similar performance (i.e., al2 ect the amount of information exchanged between content
most same gains and same tradd4or di erentvalues gpush  P€ers.
threshold(0,1; 0,5; 0,7). Thus, these experiments also help in For the rest of the simulation, we S&fossip = 30 min,
tuning the gossip parameters and adapt them to our protocol. Lgossip = 10 andVyoessip = 50, because this setting provides
In each experiment, we vary one of the three gossip paran’QOOd performance with an acceptable overhead in terms of
eters (gossip Tgossip Vgossip and x the two other parameters; background trac (i.e., on average 74 bps per peer). How-
then after 24 simulation hours, we collect the results for eaclgver, we believe that derent query workloads and churn rates
parameter value. Table 2 lists the results obtained for the 3 exnay in uence the results fofgossipandLgoessipwhich should be
periments, in terms of hit ratio and background bandwidth. Duduned accordingly.
to lack of space, we do not show lookup latency and transfer To conclude, we show in Figure 12 the variation of back-
distance results which are quite ureted by the gossip pa- ground tra ¢ and hit ratio with time, for the setting chosen
rameters' variation. above. The hit ratio keeps on increasing with time, given that
Table 2(a) shows the results of the variatiorigfssi;, When  copies of queried content are progressively spread into the dif-
increasing the gossip length, more information is sent at eacgrent petals as more queries are generated and thus more con-
gossip exchange and thus more background bandwidth is cofent peers are served. W_h_ile the hit ratio continues to improve,
sumed at each involved peer. |ndeed’_d'gssipincreases from the baCkgrOUnd trac stabilizes at 74 bpS after 5 hours.
5 to 20, the background bandwidth increases by a factor of 4 as
shown in Table 2. Yet, the increase in hitratio is not substancial.2.3. Hit ratio
Table 2(b) shows the results of the variationTgfssip When The following results compare DHT-Directory and Flower-
increasing the gossip period, gossip exchanges are more spad@DN wrt. hit ratio. Figure 13 shows that the hit ratio eventu-
and thus less fequent, which has a similaeet on bandwidth ally converges to 1 for both DHT-Directory and Flower-CDN,
consumption as the decrease of gossip length. Backgrourisit convergence takes longer for Flower-CDN given that the
bandwidth is reduced by a factor of 60 by augmenfliggssip ~ search space is partitioned into petals. In fact, after 24 hours,
from 1 minute to 1 hour, while the hit ratio is decreased bythe hit ratio of Flower-CDN is less than that of DHT-Directory
0.13. by 13%. This dierence can be justi ed by the following.
Therefore, the choice of the 2 gossip parametegss§p,and  Once a copy of an objedi,s is stored in DHT-Directory, a
Tgossip iS a trade-o between two factors: (1) the applica- subsequent query fam,s searches all the overlay and even-
tion requirements for hit ratio convergence speed, i.e., how fagtially nds it in case of a stable environment. In compari-
Flower-CDN reaches a maximal hit ratio, and (2) the networkson, Flower-CDN restricts the search fays in the targeted
available resources in terms of network bandwidth availabilitycontent-overlagws loc;) wrt. locality of the client (i.e.loc;)
For relatively fast convergence, i.e., hit ratio of 0.86 within 24as well ascontent-overlagws loc;) where dysioc; is a direct
hours, we could s€fyossip = 30 min andLgossip= 10. A peer  neighbor ofdysio, 0N D-ring (guided by the directory sum-
would experience 74 bps, which is very low bandwidth thatmaries as explained in Sec. 2.2.3), in order to achieve locality-
could be sustained even by modem connections. For less dawareness. Moreover, an objea}s becomes available in
manding applications with limited bandwidth availability, we content-overlagws loc) only after a peer from the overlay has
could set Tgossip = 1 hour, Lgossip = 10) or (Lgossip = 5, submitted a query foo,s. Thus, once a copy ds is avail-
Tgossip = 30 min) resulting in the negligible amount of 37 bps able in each content-overlay, Flower-CDN achieves a hit ratio
per peer. similar to DHT-Directory wrt.oys.
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Figure 13: Hit ratio evolution in static environment Figure 15: Lookup latency distribution in static environment

Figure 14: Lookup latency evolution in static environment Figure 16: Transfer distance evolution in static environment

In general, a smaller hit ratio means less queries are servedediate links and nodes to carry the tg which contributes
from the P2P and instead go to the server. This is not bad de the aggregate network utilization and may overlaod the net-
long as the server is not overloaded. Furthermore, as we willvork. Furthermore, additional delays are introduced by the ex-
see in the next paragraph, DHT-Directory achieves the bettdra stages traversed by the data, due to acknowledgments and
hit ratio by using peers as content providers that are far awagetransmissions at each visited node, etc. Figure 16 shows the
from the requester. In practice, it might be faster to retrievevariation of the average transfer distance of a query with time:

requested objects from the server than a far away peer. the transfer distance is high at rst when object transfers (i.e.,
downloads) are done via the original servers. After the warm-up

6.2.4. Locality-awareness period the transfer distance drops signi cantly to 80 ms when
We evaluate the gains due to locality-awareness in FlowefNany transfers start to be performed within the same locality.
CDN, by measuring lookup latency and transfer distance. Figure 17 shows the transfer distance distribution of queries for

The rst experiment measures the lookup latency. Figure 14pc_)th_ solutions: 59 % of our queries are seryed from a dist.ance
shows the variation of the average lookup latency of a queryVithin 100 ms compared to 17% of DHT-Directory's queries.
with time: the lookup latency starts by decreasing and stabilize§hus, Flower-CDN provides excellent results by reducing the
around 120 ms shortly after the system warms up (i.e., less tha@¥e€rage tranfer distance by a factor of 2 in comparison with
5 hours in this experiment). Figure 15 shows the latency dispHT—Dwectory. FIo_wgr—CDN ensures data transfers over short
tribution of queries for both solutions: 87% of our queries aredistances, which limits the network load and reduces the re-
resolved within 150 ms while 61 % of DHT-Directory's queries SPONSe times.
take more than 1050 ms. In Flower-CDN, only rst queries
of new participants have to go through D-ring and result in6.2.5. Discussion
long lookup latencies. Afterwards, queries are resolved within We learnt two main lessons through our rst set of experi-
the local petal, achieving very short delays. In contrast, DHTments. First, the usage of gossip when con ned in petals ap-
Directory routes every single query through the DHT. Thus, wepears to be quite ecient with an acceptable overhead in terms
conclude that the locality-aware hybrid overlay of Flower-CDN of bandwidth consumption. Moreover, the bandwidth overhead
performes very well in providing ecient lookup. could be adapted to the available network resources by tuning

The second experiment focuses on transfer distance. Wthe gossip parameters, while respecting hit ratio requirements.
are interested in this metric because it has a signi cant im-Second, combining structured and gossip-based overlays with
pact on network usage and object download speed which afecality-aware considerations proved to be quite performing es-
fects response times perceived by users. At the underlyingecially in performing fast searches (i.e., low lookup latency)
network level, higher distances generally involve more inter-and nding close-by results (i.e., low transfer distance). In
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Figure 17: Transfer distance distribution in static environment Figure 18: Hit ratio evolution in dynamic environment

Flower-CDN, D-Ring is only used to provide a rst reliable ac- A peer belonging to a non-active website, is simply added to its
cess, for new participant peers wrt. a petal. Afterwards, theypetal upon its arrival; it is only involved in the failure manage-
become part of this petal and direct subsequent queries directiyient of its directory peer.

to the petal instead of D-ring. In contrast, DHT-Directory re- We do not limit theview sizeof a content peer and allow it
lies on the DHT-based overlay for every single query leadingo grow automatically with the size of its petal which reaches
to high lookup latencies. Furthermore, DHT-Directory's DHT at most 30 withP = 15000 in the current con guration; also,
contains all peers while D-ring only contains the subset of diwhen a peer selects a contact for gossip and nds it unavailable,
rectory peers. Thus, D-ring is smaller and therefore, routinghe peer removes the contact from its view, which naturally
is faster than in DHT-Directory. Moreover, although not mea-bounds the view size. Finallgossifgkeepalive periogwhich
sured in our experiments, the high lookup rates very likely alsaefers to the periodicity of gossip and keepalive messages sent
lead to higher loads on DHT participants. by a content peer is calibrated at 1 hour.

6.3. Performance in Dynamic Environment 6.3.2. Robustness to churn

The second set of experiments is conducted in a dynamic en- Here, we focus on the robustness of our protocols under high
vironment where peers connet and disconnect. We want to ashurn. Thus, we conduct for both DHT-Directory and Flower-
sess the robustness of Flower-CDN under churn and evalua@DN the same experiment under the same churn and workload

its scalability wrt. the population size. conditions. The experiment targets a mean population size of
3000. The obtained results are depicted in Figures 18, 19 and
6.3.1. Dynamic Setup 20.

For a realistic environment, we simulate churn based on a First, we analyse the evolution of hit ratio with time (Figure
study [14] where P2P population converges to a desired sizd8). At the beginning, DHT-Directory surpasses Flower-CDN
P. For this purpose, the arrival rate of peers must be equal twrt. hit ratio. This is because Flower-CDN needs a warm up
the mean departure ratﬁ, wherem denotes the mean uptime period to build up and enable its petals to get populated, given
of a peer. We model the uptime of a peer as an exponentidhat the query search space involves speci c petals to achieve
distribution withm = 60 minutes, resulting in a high churn locality-awareness. In contrast, DHT-Directory searches the
rate. We assume that a peer always fails (i.e., when its lifetimahole overlay for queries and its hit ratio increases faster than
expires) and never leaves normally, to simulate highly unstabléhat of Flower-CDN. However, as the impact of churn becomes
scenarios. Moreover, a peer might re-join multiple times duringnore signi cant, DHT-Directory fails to preserve an increas-
an experiment, each time with a dirent uptime. ing hit ratio while Flower-CDN keeps on improving despite

We conduct experiments targeting drent population sizes failures: the improvement reaches 40% after 24 simulation
(i.e., P = 30005000 9000 1100Q 15000) in the context of a hours. In fact, in DHT-Directory, the information about pre-
highly dynamic environment. The underlying network which vious downloaders, which is held in a directory, is abruptly lost
consists of all peers (online and e) has a size of:3 P. with the failure of the directory peer in charge of it. In con-

Initially, each peer is randomly assigned a website fjdfn ~ trast, Flower-CDN e ciently manages this problem because
to which it has interest throughout the experiment. We starperiodic updates are disseminated throughout a petal via gos-
with a population ok jWj = 600 directory peers which have sip and push. Thus, a new directory péetan progressively
limited uptimes and form the initial D-ring (i.e., one directory reconstruct its directory-index as it receives updates from con-
peer per pair (website, locality)). After a small warm-up period,tent peers. Meanwhil& can resolve rst queries using content
the population stabilizes aroudas new clients keep on arriv- summaries previously received during gossip exchanges, given
ing and existing peers fail. For atlon-activewebsites, peers that a failed directory is replaced by a content peer.
are only involved with churn because itects D-ring routing. Second, we look at the distribution of queries with respect
More precisely, a peer with interest for an active website subto lookup latency and transfer distance fr= 3000. Figure
mits queries on a regular basis, as soon as it arrives until it failsl9 shows that 66% of our queries are resolved within 150 ms
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gains. Actually, a larger population size enables Flower-CDN
to build up and converge to a maximum hit ratio faster. More-
over, the results of hit ratio show that Flower-CDN maintains its
improvement over DHT-Directory through variable population
sizes.

When comparing the results of lookup latency and tranfer
distance between Flower-CDN and DHT-Directory, we observe
that the improvement factor increases with scale and can reach
12 for the average lookup latency and 2 for the average transfer
distance. Indeed, when a petal has more content peers submit-
ting queries and becoming providers of the requested content,

Figure 19: Lookup latency distribution in dynamic environment searches in this petal will have larger scopes and thus are more
likely to be resolved within this petal. That is why large scales
are also advantageous for search speed and localization of close
results in Flower-CDN.

Finally, the results of background bandwidth show that a peer
experiences around 9fpsdue to its exchanges. This is very
low bandwidth that could be sustained even by modem connec-
tions, which proves that Flower-CDN incurs very acceptable
overhead via its highly esctive gossip protocols.

Table 3: Scalability comparison.

P hitratio avglookup avg transfer
3000 | DHT-Directory 0.41 1544 ms 166 ms
Figure 20: Transfer distance distribution in dynamic environment Flower-CDN 0.7 178 ms 107 ms
5000 | DHT-Directory 0.52 1596 ms 165 ms
Flower-CDN 0.72 141 ms 89 ms
while 75% of DHT-Directory's queries take more than 1200 ~7000 | DHT-Directory  0.58 1618 ms 167 ms
ms. Figure 20 shows that the percentage of queries served from Flower-CDN 0.78 160 ms 91 ms
a distance within 100 ms is 62% for Flower-CDN and 22% for 9000 | DHT-Directory ~ 0.59 1692 ms 165 ms
DHT-Directory. Thus, Flower-CDN preserves its highly sig- Flower-CDN 0.79 156 ms 87 ms
ni cant locality-aware gains under the worst scenarios of fail- 11000 | DHT-Directory ~ 0.62 1743 ms 164 ms
ures, given that the directories lost with DHT-Directory can be Flower-CDN __ 0.83 143 ms 84 ms
quickly recovered with Flower-CDN. _
background traffic
- 3000 Flower-CDN 97 bpS
6.3.3. Scalability 5000 Fower-CON 89 bps
In the following set of experiments, we analyse the scala- 7000 Flower-CON 91 bps
bility of our protocols. First, we examine Flower-CDN under 9000 Flower-CON 92 bps
variable rates of participation then we validate PetalUp-CDN. _11000 Flower.CON 94 bps

Note that the experiments still simulate high churn.

Flower-CDN. We study the behavior of Flower-CDN with re- PetalUp-CDN. PetalUp-CDN aims at achieving a graceful

spect to scalability and compare it to the behavior of DHT-SCale-up of Flower-CDN. In a nutshell, the goal is to maintain
Directory in a similar scenario. For each approach (Flower—the high performance of Flower-CDN and at the same time limit

CDN and DHT-Directory), we conduct ve experiments eachthe load on directory peers as the number of participants reaches
one targeting a dierent population size (i.eB = 3000, 5000, massive scales.

7000, 9000, 11000) in the context of a highly dynamic envi- _ VW€ evaluate the performance of PetalUp-CDN through a set
ronment. For each experiment, we collect the hit ratio obtaine(fi“c four experiments targeting a population size of 150@ch

after 24 simulation hours, and the average lookup latency anaxperiment depicts the behavior of PetalUp-CDN for a speci ¢

transfer distance for a query. To avoid over- tted results, Wevalue ofmaxDirectory the construction parameter of PetalUp-
-DN. Recall thamaxDirectoryde nes the maximum number

run each experiment three times and compute the average h di hould id
ratio, lookup latency and transfer time for this experiment. We? content peers that a directory peer should manage to avol

also measure for Flower-CDN the average backgrounddra overload situations. Above this number, an additional directory

The results of the 4 experiments are summarized in Table 3. peer is created for the corresponding petal. The current sim-
We can see that the hit ratio of Flower-CDN increases fromulation con guration leads to petals that can at most reach 60

0.7 to 0.82 when increasirgfrom 3000 to 11000. This means

that Flower-CDN leverages larger scales to achieve higher 2Due to memory constraints, we could not simulate more than 15000 peers
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content peers. ThusnaxDirectoryis consecutively assigned as Flower-CDN, independently of the number of directory peers
the values (15; 25; 35) in the rst three experiments. The fourthin charge of a petal. In other terms, it can perform fast searches
experiment corresponds to an unlimitedxDirectory which  and serve close-by content.
brings us back to Flower-CDN. The results of the four experi-
ments are synthesized into four curves, each one depicting the
time-based evolution of one of the metrics (background tra
hit ratio, lookup latency, and transfer distance).
First, let us analyse the results of background tgFig-
ure 6.3.3). Our aim is to measure the impact of PetalUp-CDN
on the amount of load that a directory peer undergoes due to
the keepalive and push messages regularly sent by its subset
of content peers. We measure the average background tra
of a participant peer because during an experiment a peer can
alternatively become a diretcory peer and a content peer. Ob-
viously, the smaller isnaxDirectory the smaller is the traf-
c load on a directory peer. In particular, the load reduction Figure 23: Lookup latency in PetalUp-CDN.
can reach 33% between Flower-CDN and PetalUp-CDN with
maxDirectory= 15.

Figure 21: Overhead in PetalUp-CDN. Figure 24: Transfer distance in PetalUp-CDN.

When examining hit ratio evolution (Figure 6.3.3), we ob-
serve that the four approaches achieve similar results. This . .
demonstrates that the partionning of a petal does nettathe 6.4. Discussion
performance of our P2P CDN in handling queries. Whether
the set of content peers is managed by one directory peer or Based on t_he previous experiments, we conclude that our P2P
distributed accross several directory peers, the system succedd@N can maintain an excellent performance under a large-scale
equally well in locating the requested content. and dynamic participation of peers.

With respect to robustness, our maintenance protocols can
guarantee a high hit ratio and reduced lookup latency and trans-
fer distance. They provide an eient detection mechanism
for dynamicity via low-cost gossip protocols. Also, they en-
sure a fast recovery of the P2P CDN that attenuates the loss of
directory information and enables a smooth transition. To re-
sume, Flower-CDN and PetalUp-CDN can be extremely robust
despite high levels of churn due to the @ent use of gossip.

Regarding scalability, Flower-CDN has shown excellent
gains despite modest sizes of petals (i.e., a petal size did not
exceed 60 peers). We believe that large petals can signi cantly
contribute in increasing the gains. For higher scales, PetalUp-

Figure 22: Hit ratio in PetalUp-CDN. CDN has demonstrated its ability to avoid overload situations
without a decline in performance. Its multi-directory scheme

Regarding lookup latency (Figure 6.3.3) and transfer distancdoes not aect hit ratio, transfer distance, and latency lookup
(Figure 6.3.3), the performance is quite the same for all the apwhen handling queries. The results are extremely promising
proaches (with a slight derence of 5 ms in transfer distance). since they show that our P2P CDN canaently support mas-
Thus, PetalUp-CDN can achieve the same locality-aware gainsive scales.
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this Flower-CDN section and managed according to their own
expiration policies (i.e., the view via gossip exchanges cf. Sec-
tion 2.3.3 and the directory information via push and keepalive
exchanges cf. Section 4.1).
The web browsing process begins when the user inputs a
URL into the browser and initiates an HTTP request. The
HTTP request is rst handled by the Flower-CDN HTTP re-
quest manager. This manager has a list con gured by the user
and called~lower-CDN whitelisthat speci es a set of domains
referring to websites on behalf of which the user participates
to Flower-CDN. Thus, the manager checks the URL against
the Flower-CDN whitelistand forwards the request to the local
Flower-CDN proxy if the URL matches the whitelist. Other-
wise, the HTTP request follows the browser's standard process-
ing path. Upon receiving the request, the Flower-CDN proxy
tries rst to locally resolve it and then resorts to the Flower-
CDN network. The user is connected to the Flower-CDN net-
Figure 25: Flower-CDN extension within the web browser work as a content or directory peer, via its local proxy which
communicates with other Flower-CDN proxies at remote users.
Thus, a Flower-CDN proxy handles requests coming from re-
mote users in addition to the local user's requests.

Flower-CDN is deployed over clients that are interested in B€low, we rst give more details on how a Flower-CDN ex-
some particular website and that are willing to participate intension is con gured wrt. Fhe user's interests c_";lnd locality. Then,
order to enjoy a better access for the content of their interest. /& deepen our explanation on how a user is connected to the
websitewsis supported by Flower-CDN as long as there are d1ower-CDN network (i.e., D-ring or petals).
su cient number of clients on behalf afs. More precisely, the
more popular a websit@sis, the more particpants are attracted 7.2. Con guration
to Flower-CDN to populate the petals wfs and to occupy its

directory peer positions. As for an unpopular website, its petalal ;n tlés'[?) ' L:T;ZyFrI]c?v\\//Zrl-rggﬁStlAnFsli\Yerrélc:V[\;?\IbsIt:Zr.Z,otrhgth:rZ SrZ?
tend to be empty and its directory peer positions vacant. ' P

. . ) A lated to di erent websites are involved in dirent petals and
In this section, we give some guidelines on how Flower-CDN .
: : thus have uncorrelated behaviors. Therefore, the user can par-
can be deployed and used in practice.

ticipate in Flower-CDN as di erent peers. She speci esin her
Flower-CDN whitelist the names of threwebsites of her inter-
est and the cache section of her Flower-CDN proxy contains

A user accesses the Web through its web browser which harsubsections of dynamic sizes. Figure 7.2 illustrates how a user
dles her HTTP requests and accordingly allows her to searcBuzan is integrated in a Flower-CDN network. Suzan who is in
and view web content. In order to use and contribute tdocality 2 is interested in 2 websitesand . Thus, she is rep-
Flower-CDN transparently, a user should incorporate Flowerresented in Flower-CDN network as 2 @rent content peers
CDN functionality into her browser and let it run over HTTP.  ¢. 2 andc.,. Technically speaking, the Flower-CDN proxy that

Flower-CDN functionality can be implemented as a browseoperates within Susan's browser, manages twegint cache
extension. As shown in Figure 25, two main Flower-CDN com-subsections, one for each content peer. For instance, the rst
ponents are integrated into a browser that installs Flower-CDMubsection contains the view and the content maintained by
extension: an HTTP request manager and a Flower-CDN proxy. Upon the reception of an HTTP request, the Flower-CDN

proxy detects the websitgstargetted by the request based on

As shown in Figure 25, the content that the user shares iits URL. If Suzan has a query for, her Flower-CDN proxy
Flower-CDN is stored in a delimited section of the browseraccesses the Flower-CDN network @s and deals with the
cache (i.e., the disk storage allocated for the web browser). Thigcal cache subsection of 5.
ensures the privacy of the user, because it allows to isolate the Upon its installation by the user, a Flower-CDN browser ex-
web content that the user wants to share from the private coriension is provided with the numbkrof localities involved in
tent. The amount of disk space allocated to Flower-CDN secthe system as well as the technique used to detect one's local-
tion grows dynamically as more content is cached, bounded bigy. For instance, if we use the landmark-based technique [3],
the available disk space of the browser cache. The cache rthe user will know the IP adresses of a set of well-known land-
placement and expiration policies adopted by the browser cachrearks spread across the network. Thus, she can measure its
are used to manage Flower-CDN content (recall that the corRTT to the landmarks and orders them by increasing latency.
tent mainly consists of web pages and their embedded objectghiven that each possible landmark ordering identi es a local-
Further, the view and directory informations are also stored inty, the user detects her localityc based on her ordering.
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contains no available contagi,cannot reintegrate into its petal
and thus has to rejoin Flower-CDN as a new client.

8. Related Work

We categorize existing P2P CDNs into three main classes:
centralized, unstructured and structured.

The rst category [16, 17] relies on the web-server that
centralizes and manages the directory information. Basically,
the server maintains a directory of peers to which its objects
have been transferred in the past and manages the redirection
of queries. Centralized approaches lack robustness, because
whenever the web-server fails, its content is no longer acces-
sible in spite of available peers with cached copies. As with
the traditional servéclient model, the server is still a single
point of failure. Scaling such systems requires replacing the
web server with a more powerful one, to be able to redirect the
gueries of a large audience. In contrast, PetalUp-CDN pools
the resources of the clients to expand and support higher scales.

The second category of approaches (e.g., Proof [18] and
BuddyWeb[19]) uses unstructured overlays for their exibility

In an open P2P environment, some peers may be maliciougnd inherent robustness. For instance, in Proofs [18], peers con-
and corrupt the shared content. This problem can be easiljnuously exchange neighbors among each other so that each
solved if web-servers provide digitally signed certi cates alongpeer gets a random view of the network for each search op-
with their content [15]. The Flower-CDN proxy running within eration. Peers keep their requested objects and provide them
the user's web browser only needs the web-server's public keyo other participants. They use ooding to locate their re-
to verify the digital signature of an object related to this web-quested objects. The continuous randomization of the over-
server and received by the user from some content peer. Thigy has the benet of improving the network fault-tolerance
solution is indi erent to peer dynamicity and copes well with a and load balancing. However, searching for not-so popular

Figure 26: A user in Flower-CDN as two content peers related to twerdnt
websites

loosely-trusted environment. objects induces heavy tra& and high latency. In Flower-
_ _ CDN/PetalUp-CDN, search is con ned to petals and guided
7.3. Connection with Flower-CDN network by the content-summaries. Moreover, Proofs does not leverage

Recall that a new client uses D-ring to enter Flower-CDN.locality-awareness.
Thus, a newly installed Flower-CDN browser extension has a The third category of approaches (e.g., Squirrel [12], PoP-
list of IP addresses referring to random directory peers for boot€ache [20] and Backslash [21]) relies on DHT to achieve fast
straping. When the Flower-CDN proxy wants to access Flowerlookup and propose basically two types of strategies, DHT-
CDN network for the rst time, it uses a random bootstrap peetHome and DHT-Directory. The rst one replicates web ob-
to route its rst message over D-ring. jects at peers with ID numerically closest to the hash of the

Upon receiving a query, the Flower-CDN proxy detects theURL of the object without any locality or interest considera-
targetted websitevs and acts as the corresponding peerlf tions. Queries nd the peer that has the object by navigating
this is the rst query forws p needs to access D-ring. Thus, it through the DHT. To deal with highly popular objects, objects
computes the key re ecting the website targetted by the querynay be progressively replicated along neighbors as the number
and the locality ofp and picks a random bootstrap peer which of requests increases. The DHT-Directory strategy stores at the
invokes the DHT routing procedure to forward the query to thepeer identi ed by the hash of the object's URL a small direc-
targetted directory peer. [f has already submitted queries for tory of pointers to recent downloaders of the object. A query
WS p acts as a directory or content peenvegaccording to its  rst navigates through the DHT and then receives a pointer to
acquired role, and uses its view to connect to peers from its petal peer that potentially has the object. Approaches adopting
hosted by remote users via their Flower-CDN local proxies. this strategy may be vulnerable to high churn: the directory

A user may reconnect after a temporary disconnection or failinformation is abruptly lost at the failure of its storing peer,
ure. In such a case, each one of her pgatees not necessarily which may severely degrade performance. Additionally, there
have to take all the way via D-ring as if it is a new clieptcan  are two main drawbacks in the query routing of both strate-
act as a content peer and try to renew contacts with other contegies. First, each query has to navigate through the whole DHT,
peers of its petal using its previously built view which is storedwhich implies more routing load and higher response times than
within the user browser cache. More precisglysearches for Flower-CDNPetalUp-CDN. Second, unless using a locality-
a contact from its view that is still available to gossip with, in aware overlay combined with proactive replication, the query is
order for p to reintegrate into its petal. However, fifs view  served from a random physical location whereas our protocols
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rely on a locality-aware infrastructure that directs each queryn performing fast searches and nding close-by results. Fur-

according to the physical location of the client. thermore, gossip incured acceptable overhead in terms of band-
In [22], peers are organized using a hash function intd  width consumption, which can be tuned according to the avail-

groups whereN = total number of peers. Each peer gossipsable network resources and hit ratio requirements.

within its group to replicate and spread directory entries; it se- For scalability purposes, we proposed PetalUp-CDN which

lects close-by peers from its view to exchange gossip messagemables Flower-CDN's infrastructure to dynamically evolve and

Obviously, peers gossiping and replicating directory entries aravoid overload situations. The performance evaluation demon-

not necessarily interested in this information whereas gossiptrated that this new scheme does nogéet hit ratio and re-

in Flower-CDNPetalUp-CDN only involves peers of the same sponse times, thus enabling eient scalability.

petal which are interested in the same content. Furthermore, We ensured the robustness of Flower-CDN and PetalUp-

since directory information is highly replicated, aggressive up-CDN via our maintenance protocols. Based on low-cost gos-

dates are required under churn and dynamic changes. sip, these protocols eciently detect failures and churn, and
To the best of our knowledge, the P2P CDNs that arecan recover the P2P CDN smoothly and quickly. Simulation

currently available for public use comprise CoralCDN [23], results showed that our approach successfully resists to churn

CoDeeN [24] and CobWeb [25]. These systems are deployeand leverages higher scales to achieve higher improvements. In

over PlanetLab which provides a relatively trusted environmeneomparison with an existing P2P CDN, hit ratio is ameliorated

consisting of nodes donated largely by the research community 40% and response times reduced by a factor of 12.

We examine one such representative system. CoralCDN [23] We plan to extend this work for social networks, mainly by

relies on a hierarchy of tree-based overlays that cluster neartgjaborating more on the concept of interests and adding person-

nodes. Each level of the hierarchy consists of several overlayglized searching features.

and each overlay consists of the set of nodes whose average
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