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Multi-dimensional databases have been designed to provide decision makers with the necessary tools to help them understand their data. Compared to transactional data, this framework is particular as the datasets contain huge volumes of historized and aggregated data defined over a set of dimensions, which can be arranged through multiple levels of granularities. Many tools have been proposed to query the data and navigate through the levels of granularity. However, automatic tools are still missing to mine this type of data, in order to discover regular specific patterns. In this paper, we present a method for mining sequential patterns from multi-dimensional databases, taking at the same time advantage of the different dimensions and levels of granularity, which is original compared to existing work. The necessary definitions and algorithms are extended from regular sequential patterns to this particular case. Experiments are reported, showing the interest of this approach.
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1. INTRODUCTION

Multi-dimensional databases have been studied for more than 10 years. They provide an easy-to-use interface for decision makers to navigate through their data. The modeling of such databases and the operations that can be applied are now well defined, and implemented by the main editors of database management systems (e.g. Oracle, Microsoft, IBM). However, only a few methods have been designed to automatically mine the relevant knowledge from these large amounts of historized data. In this framework, sequential patterns are suitable as they aim at discovering correlations between events through time. For instance, rules like *Many customers buy first a TV and a DVD player at the same time, and then a recorder* can be discovered. Scalable methods and algorithms to mine such rules have been proposed in the literature [Srikant and Agrawal 1996]. As for association rules,
the efficiency of the discovery is based on the support which indicates to which extend data from the database contains the patterns.

However, these methods cannot take advantage of the framework of multi-dimensional databases, because:

— they only consider one dimension to appear in the patterns, which is usually called the product dimension,
— they do not consider hierarchies.

Some studies claim to combine several dimensions [Pinto et al. 2001; de Amo et al. 2004; Yu and Chen 2005]. However, we argue here that they do not provide a complete framework for multi-dimensional sequential pattern mining. The way we consider multi-dimensionality is indeed generalized in the sense that patterns contain several dimensions combined over time [Plantevit et al. 2005]. Moreover, these dimensions are considered at different levels of granularity so as to automatically mine the most relevant rules. Note that mining rules at very high levels of granularity leads to trivial rules, whereas mining rules at very low levels of granularity is not always possible because the support value becomes too low.

In our approach, we aim at building rules like When the sales of soft drinks are high in Europe, exports of Perrier in Paris and exports of soda in the US become high later on. This rule not only combines two dimensions (Location and Product) but it also combines them over time and at different levels of granularity (as Perrier is considered as a kind of soft drink). As far as we know, no method has been proposed to mine such rules, except in our first proposal [Plantevit et al. 2006].

In order to mine the most relevant sequences, our approach is designed so as to take into account the most appropriate level of granularity, including partially instanciated tuples in sequences where the highest level is considered. More precisely, our algorithms are designed in order to mine frequent multi-dimensional sequences that may contain several levels of hierarchy, including the most general, usually referred to as the ALL value. However, in order to avoid mining non relevant patterns, only the most specific patterns (meant to be the most informative) are shown to the user.

The paper is organized as follows: Section 2 introduces a motivating example illustrating the goal of our work, and then, Section 3 presents existing work concerning multi-dimensional databases, multi-dimensional approaches and sequential pattern mining. Section 4 introduces basic definitions and Section 5 presents M³SP algorithm for mining multi-dimensional and multi-level sequential patterns. Section 6 presents the results of the experiments performed on synthetic and real data. In Section 7, we conclude and present future research directions based on the present work.

2. MOTIVATING EXAMPLE

In this section, we present an example to illustrate our approach. This example will be used throughout the paper as a running example.

We consider a fact table $T$ in which transactions issued by customers are stored. More precisely, we consider a set $\mathcal{D}$ containing six dimensions denoted by $D$, $Cat$, $Age$, $Loc$, $Prod$ and $Qty$, where:

— $D$ is the date of transactions (considering four dates, denoted by 1, 2, 3 and 4),
—Cat is the customer category (considering two categories, denoted by Educ and Ret, standing for educational and retired customers, respectively),
—Age is the age of customers (considering two discretized values, denoted by Y (young) and O (old)),
—Loc is the location where transactions have been issued (considering 6 locations, denoted by NY (New York), LA (Los Angeles), SF (San Francisco), Paris, London and Berlin),
—Prod is the product of the transactions (considering seven products, denoted by chocolate, pretzel, whisky, wine, beer, soda, M1 and M2), and
—Qty stands for the quantity of products in the transactions (considering nine quantities). Table I shows the table T in which, for instance, the first tuple means that, at date 1, an educational young customer bought 50 units of beer in Berlin.

Let us now assume that we want to extract all multi-dimensional sequences that deal with products and the location where they have been bought, and that are frequent with respect to the groups of customers and their age. To this end, we consider three sets of dimensions as follows:

(1) the dimension D, representing the date,
(2) the two dimensions Loc and Prod that we call analysis dimensions, and which values appear in the frequent sequences,
(3) the two dimensions Cat and Age, which we call reference dimensions, according to which the support is computed.

Thus, tuples over analysis dimensions are those that appear in the items that constitute the sequential patterns to be mined. Moreover, the table is partitioned into blocks according to tuple values over reference dimensions and the support of a given multi-dimensional sequence is the ratio of the number of blocks supporting the sequence over the total number of blocks. Fig. 4 displays the corresponding blocks in our example.

In this framework, the multi-dimensional sequence ⟨{(Berlin, beer), (Berlin, pretzel), (London, wine)}⟩ has support $\frac{1}{4}$, since the partition according to the reference dimensions contains four blocks, among which one supports the sequence. This is so because, in the first block shown in Fig. 4(1), (Berlin, beer) and (Berlin, pretzel) both appear at the same date (namely date 1), and (London, wine) appears later on (namely at date 3).

The semantics of the reference dimensions is the following. In our example, CG and A are these reference dimensions. In this context, a frequent sequence $s = \langle\{(c_1, p_1), (c_2, p_1)\}; \{(c_2, p_2)\}\rangle$ means that in most cases, some customers sharing the same customer-group and age, first bought product $p_1$ in city $c_1$ and in city $c_2$ at the same time, and then bought product $p_2$ in city $c_2$.

This kind of patterns is meant at discovering trends among customers according to their customer-group and age. However, it could be the case that the reference dimension is the identifier of a single customer. In this case, the patterns relate to the same customer.

It is important to note that, in the approach of the present paper, more general patterns can be mined, based on additional information provided by hierarchies over dimensions. The considered hierarchies allow for dealing with items at different levels of granularity, and this implies that further patterns can be mined.

To see this in the context of our running example, consider a support threshold of $\frac{1}{2}$ and two arbitrary locations $\lambda$ and $\lambda'$. Then, no sequence of the form $\langle\{(\lambda, \text{pretzel})\}; \{(\lambda', M2)\}\rangle$
is frequent. On the other hand, in the first and third blocks of Fig. 4, pretzel and M2 appear one after the other, according to the date of transactions, but in different locations. To take such a situation into account, we consider a specific constant, denoted by $ALL_{Loc}$, standing for any location and then, the sequence $\langle \{(ALL_{Loc}, pretzel)\}, \{(ALL_{Loc}, M2)\} \rangle$ is frequent since its support is equal to $\frac{2}{4} = \frac{1}{2}$.

Similarly, $\langle (Berlin, M2) \rangle$ appears only in block (2) of Fig. 4, and thus the sequence $\langle \{(Berlin, M2)\} \rangle$ is not frequent. But, if we consider the domain value $EU$ as a generalization of the cities Berlin, London and Paris, then it is easy to see that the sequence $\langle \{(EU, M2)\} \rangle$ is frequent, since it can be considered as appearing in three of the blocks shown in Fig. 4, namely in blocks (1), (2) and (3).

<table>
<thead>
<tr>
<th>D</th>
<th>Cat</th>
<th>Age</th>
<th>Loc</th>
<th>Prod</th>
<th>Qty</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Educ</td>
<td>Y</td>
<td>Berlin</td>
<td>beer</td>
<td>50</td>
</tr>
<tr>
<td>1</td>
<td>Educ</td>
<td>Y</td>
<td>Berlin</td>
<td>pretzel</td>
<td>20</td>
</tr>
<tr>
<td>2</td>
<td>Educ</td>
<td>Y</td>
<td>London</td>
<td>M2</td>
<td>30</td>
</tr>
<tr>
<td>3</td>
<td>Educ</td>
<td>Y</td>
<td>London</td>
<td>wine</td>
<td>20</td>
</tr>
<tr>
<td>4</td>
<td>Educ</td>
<td>Y</td>
<td>NY</td>
<td>M1</td>
<td>40</td>
</tr>
<tr>
<td>1</td>
<td>Educ</td>
<td>O</td>
<td>LA</td>
<td>soda</td>
<td>20</td>
</tr>
<tr>
<td>2</td>
<td>Educ</td>
<td>O</td>
<td>Paris</td>
<td>wine</td>
<td>30</td>
</tr>
<tr>
<td>2</td>
<td>Educ</td>
<td>O</td>
<td>Berlin</td>
<td>pretzel</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>Educ</td>
<td>O</td>
<td>Paris</td>
<td>M2</td>
<td>20</td>
</tr>
<tr>
<td>1</td>
<td>Ret</td>
<td>Y</td>
<td>London</td>
<td>whisky</td>
<td>20</td>
</tr>
<tr>
<td>1</td>
<td>Ret</td>
<td>Y</td>
<td>London</td>
<td>pretzel</td>
<td>20</td>
</tr>
<tr>
<td>2</td>
<td>Ret</td>
<td>Y</td>
<td>Berlin</td>
<td>M2</td>
<td>30</td>
</tr>
<tr>
<td>1</td>
<td>Ret</td>
<td>O</td>
<td>LA</td>
<td>chocolate</td>
<td>50</td>
</tr>
<tr>
<td>2</td>
<td>Ret</td>
<td>O</td>
<td>Berlin</td>
<td>M1</td>
<td>20</td>
</tr>
<tr>
<td>3</td>
<td>Ret</td>
<td>O</td>
<td>NY</td>
<td>whisky</td>
<td>20</td>
</tr>
<tr>
<td>4</td>
<td>Ret</td>
<td>O</td>
<td>Paris</td>
<td>soda</td>
<td>30</td>
</tr>
</tbody>
</table>

Fig. 1. Hierarchy over dimension Loc

3. RELATED WORK

In this section, we present the context of multi-dimensional databases and the existing work related to sequential patterns.
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**Fig. 2.** Hierarchy over dimension *Prod*

**Fig. 3.** Hierarchies over dimensions *Age*, *Cat* and *Qty*

<table>
<thead>
<tr>
<th>(1) Block (<em>Educ</em>, <em>Y</em>)</th>
<th>(3) Block (<em>Ret</em>, <em>Y</em>)</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>D</em></td>
<td><em>Loc</em></td>
</tr>
<tr>
<td>1</td>
<td>Berlin</td>
</tr>
<tr>
<td>1</td>
<td>Berlin</td>
</tr>
<tr>
<td>2</td>
<td>London</td>
</tr>
<tr>
<td>3</td>
<td>London</td>
</tr>
<tr>
<td>4</td>
<td>NY</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(2) Block (<em>Educ</em>, <em>O</em>)</th>
<th>(4) Block (<em>Ret</em>, <em>O</em>)</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>D</em></td>
<td><em>Loc</em></td>
</tr>
<tr>
<td>1</td>
<td>LA</td>
</tr>
<tr>
<td>2</td>
<td>Paris</td>
</tr>
<tr>
<td>3</td>
<td>Paris</td>
</tr>
<tr>
<td>3</td>
<td>Paris</td>
</tr>
</tbody>
</table>

**Fig. 4.** Block partition of *T* (Table I) according to \( D_R = \{Cat, Age\} \)

### 3.1 Multi-Dimensional Databases

A multi-dimensional database \( \Delta \) can be seen as a relational database defined over a particular schema, generally referred to as a *star schema* [Inmon 2003]. In general, a star schema consists of a distinguished table \( \varphi \) with schema \( F \), called the *fact table*, and \( n \) other tables \( \delta_1, \ldots, \delta_n \) with schemas \( \Delta_1, \ldots, \Delta_n \), called the *dimension tables*, such that:

1. If \( K_1, \ldots, K_n \) are the (primary) keys of \( \delta_1, \ldots, \delta_n \), respectively, then \( K = K_1 \cup \ldots \cup K_n \) is the key of \( \varphi \).
2. For every \( i = 1, \ldots, n \), \( \pi_{K_i}(\varphi) \subseteq \pi_{K_i}(\delta_i) \) (thus each \( K_i \) is a foreign key in the fact table \( \varphi \)).
The attribute set $M = F \setminus K$ is called the measure of the star schema. Moreover, it is possible to consider hierarchies over attributes of the dimension tables, so as to query the database according to different levels of granularity.

When it comes to mine such a multi-dimensional database $\Delta$, the relevant data are "extracted" from the database through a query, and data mining techniques are then applied to the answer of the query. In our approach, we follow this strategy in the following way: We assume that the table $T$ to be mined is defined through a query on a given multi-dimensional database $\Delta$. The attribute set over which $T$ is defined is denoted by $\mathcal{D}$ and we assume that $\mathcal{D} = \{D_1, \ldots, D_n\}$. The set $\mathcal{D}$ may contain both dimension and measure attributes occurring in the schema of $\Delta$, and we call these attributes dimensions. Moreover, dimensions in $\mathcal{D}$ are assumed to be such that:

1. The hierarchies associated to dimensional attributes in the multi-dimensional database $\Delta$ can be considered so as to mine $T$ at different levels of granularity.
2. Among all dimensions in $\mathcal{D}$, one is associated with a totally ordered domain, referred to as the time dimension, and according to which sequences are constructed.
3. A fixed subset of $\mathcal{D}$, whose elements are called analysis dimensions, along with the associated hierarchies allow the expression of sequential patterns. More precisely, in our approach, a sequential pattern is a sequence of sets of tuples defined over the analysis dimensions at different levels of granularity.
4. Another subset of $\mathcal{D}$, whose elements are called reference dimensions, allows to partition $T$ into blocks. Given a sequential pattern $\varsigma$, the number of blocks that support $\varsigma$ over the total number of blocks is then defined as the support of $\varsigma$.

We refer to the next section for formal definitions of the concepts just introduced, and we make the following remarks:

—Regarding the time dimension, it is possible to consider several dimensions, instead of a single dimension, provided that the cartesian product of the corresponding domain values be totally ordered. However, as this more general case introduces no further difficulty, but complicates notation, we restrict our approach to a single attribute in this respect.

—Hierarchies are explicitly used on analysis dimensions only. The level of granularity on the other dimensions is assumed to be fixed for a given mining task.

—For each analysis dimension $D_i$ in $\mathcal{D}$, all values over $D_i$ contained in $T$ are assumed to be expressed at the same level of granularity, seen as the most specific one for the considered mining task. However, this level does not need to be the most specific one in the hierarchies defined in $\Delta$.

3.2 Sequential Pattern Discovery

An early example of research in the discovering of patterns from sequences of events can be found in [Dietterich and Michalski 1985]. In this work, the idea is the discovery of rules underlying the generation of a given sequence in order to predict a plausible sequence continuation. This idea is then extended to the discovery of interesting patterns (or rules) embedded in a database of sequences of sets of events (items). A more formal approach in solving the problem of mining sequential patterns is the AprioriAll algorithm presented in [Mannila et al. 1995]. Given a database of sequences, where each sequence is a list of
transactions ordered by transaction time, and each transaction is a set of items, the goal is to discover all sequential patterns with a user-specified minimum support, where the support of a pattern is the number of data-sequences that contain the pattern.

In [Agrawal and Srikant 1995], the authors introduce the problem of mining sequential patterns over large databases of customer transactions where each transaction consists of customer-id, transaction time, and the items bought in the transaction. Formally, given a set of sequences, where each sequence is a list of itemsets, and a user-specified minimum support threshold (minsup), the problem amounts to find all frequent subsequences, i.e., the subsequences that appear a sufficient number of times. An example of this type of pattern is *A customer who bought a new television 3 months ago is likely to buy a DVD player now.*

Subsequently, many studies have introduced various methods for mining sequential patterns (mainly in time-related data), most of them being Apriori-like, i.e., based on the Apriori property which states that any super-pattern of a non-frequent pattern cannot be frequent. An example using this approach is the GSP algorithm [Srikant and Agrawal 1996], which has motivated a lot of research work, aiming at improving performance. The main approaches addressing this issue are SPADE [Zaki 2001], PrefixSpan [Pei et al. 2004], SPAM [Ayres et al. 2002], PSP [Masseglia et al. 1998], DISC [Chiu et al. 2004] and PAID [Yang et al. 2006].

### 3.3 Multi-Dimensional Sequential Patterns

As far as we know, three main propositions have dealt with several dimensions when building sequential patterns. We briefly recall these propositions below.

The approach of [Pinto et al. 2001] is the first work dealing with several dimensions in the framework of sequential patterns.

In this work, multi-dimensional sequential patterns are defined over a schema $A_1, \ldots, A_m, S$ where $A_1, \ldots, A_m$ are dimensions describing the data and $S$ is the sequence of items purchased by the customers, ordered over time. A multi-dimensional sequential pattern is defined as a pair $((a_1, \ldots, a_m), s)$ where $a_i \in A_i \cup \{\ast\}$ and $s$ is a sequence. In this case, $(a_1, \ldots, a_m)$ is said to be a multi-dimensional pattern. For instance, the authors consider the sequence $((\ast, NY, \ast), (b, f))$, meaning that customers from NY have all bought product $b$ and then product $f$.

Sequential patterns are mined from such multi-dimensional databases either $(i)$ by mining all frequent sequential patterns over the product dimension and then grouping them into multi-dimensional patterns, or $(ii)$ by mining all frequent multi-dimensional patterns and then mining frequent product sequences over these patterns. Note that the sequences found by this approach do not contain several dimensions since the dimension time only concerns products. Dimension product is the only dimension that can be combined over time, meaning that it is not possible to have a rule indicating that when $b$ is bought in Boston then $c$ is bought in NY. As our approach allows to mine such knowledge, it can be seen as a generalization of the work in [Pinto et al. 2001].

Several other proposals directly follow the seminal paper of [Pinto et al. 2001]. In [Rashad et al. 2007], the authors propose an algorithm called *MobilePrefixSpan* in order to discover patterns that describe the movements of mobile users. However, they only consider consecutive order in their framework. The work in [Stefanowski and Ziembinski 2005; Stefanowski 2007] shows the relevance of multi-dimensional sequential patterns for...
Web Usage Mining. Moreover, the authors propose to use both numeric and symbolic data, with a specific handling of numeric data. According to this approach, a multi-dimensional sequence is supported by a multi-dimensional data sequence if they are closely similar. However, no algorithm is defined in this paper. In [Zhang et al. 2007], the authors propose the mining of multi-dimensional sequential patterns in distributed systems.

In [Yu and Chen 2005], the authors consider sequential pattern mining in the framework of Web Usage Mining. Even if three dimensions (namely, pages, sessions and days) are considered, these dimensions are very particular since they belong to a single hierarchized dimension. Thus, the sequences mined in this work describe correlations between objects over time by considering only one dimension, which corresponds to the web pages.

In [de Amo et al. 2004], the approach is based on first order temporal logic. This proposition is close to our approach, but more restricted since (i) groups used to compute the support are predefined, whereas we consider the fact that the user should be able to define them (see reference dimensions below), and (ii) several attributes cannot appear in the sequences. The authors claim that they aim at considering several dimensions but they have only shown one dimension for the sake of simplicity. However, the paper does not provide any complete proposition to extend this point to real multi-dimensional patterns, as we do in our approach.

3.4 Multi-Level Rules

The work in [Srikant and Agrawal 1996] introduces the hierarchy management in the extraction of association rules and sequential patterns. The authors suppose that the hierarchical relations between the items are represented by a set of hierarchies. They make it possible to extract association rules or sequential patterns according to several levels of hierarchy. Transactions are modified by adding, for every item, all ancestors in the associated hierarchy, and then, the frequent sequences are generated. However, this approach cannot be scalable in a multi-dimensional context, simply because adding the list of all ancestors for each item and each transaction is not efficient. Indeed, such a hierarchy management implies that the size of the database be multiplied by the maximum height of hierarchies to the number of analysis dimensions. We show in Section 6 (see Fig. 7) that such a hierarchy management is not tractable for more than three analysis dimensions.

The approach in [Han and Fu 1999] is quite different. The authors tackle the association rule extraction problem, in such a way that their approach can be adapted to sequential pattern extraction. Beginning at the highest level of the hierarchy, the rules on each level are extracted while lowering the support when going down in the hierarchy. The process is repeated until no rules can be extracted or until the lowest level of the hierarchy is reached. However, this method does not make it possible to extract rules containing items of different levels. For example wine and drink cannot appear together in such a rule. This approach thus deals with the extraction of intra hierarchy level association rules, and does not address the general problems of extracting sequences at multiple levels of hierarchy.

As can be seen from this section, the existing work, and especially the one described in [Pinto et al. 2001] is said to be intra-pattern, since sequences are mined within the framework of a single description (the so-called pattern). Moreover rules are only mined at the same level of granularity. On the other hand, in [Han and Fu 1999], the rules are said to be intra-level. In this paper, we propose to generalize these studies to inter-level and inter-pattern multi-dimensional sequences.
Compared to our previous work in [Plantevit et al. 2005], the main contribution of this paper is to take hierarchies into account, whereas in [Plantevit et al. 2005], only two levels have been considered, namely the most specific level (the values that appear in the table to be mined), and the most general level (denoted by * in [Plantevit et al. 2005] and referred to as ALL in the present paper). Compared to the preliminary version of this work in [Plantevit et al. 2006], the present paper offers a detailed and formal presentation of the approach (see Section 4 and Section 5), as well as computational improvements and further experiments on both synthetic and real datasets. We shall come back to this last issue at the end of Section 6.

4. BASIC DEFINITIONS

4.1 Background

Let \( D = \{D_1, \ldots, D_n\} \) be a set of dimensions. Each dimension \( D_i \) is associated with a (possibly infinite) domain of values, denoted by \( \text{dom}(D_i) \). For every dimension \( D_i \), we assume that \( \text{dom}(D_i) \) contains a specific value denoted by \( \text{ALL}_i \).

In order to take into account the fact that items can be expressed according to different levels of granularity, we assume that each dimension \( D_i \) is associated with a hierarchy, denoted by \( H_i \). Every hierarchy \( H_i \) is a tree whose nodes are elements of \( \text{dom}(D_i) \) and whose root is \( \text{ALL}_i \).

As usual, the edges of such a tree \( H_i \) can be seen as is-a relationships, and the specialization relation (respectively the generalization relation) corresponds to a top-down (respectively bottom-up) path in \( H_i \), i.e., a path connecting two nodes when scanning \( H_i \) from the root to the leaves (respectively from the leaves to the root).

In the case where no hierarchy is defined for a dimension \( D_i \), we consider \( H_i \) as being the tree whose root is \( \text{ALL}_i \) and whose leaves are all the elements in \( \text{dom}(D_i) \setminus \{\text{ALL}_i\} \). We recall in this respect that this paper is a generalization of our previous work [Plantevit et al. 2005], where, for every dimension \( D_i \), no hierarchy is considered, and the symbol * is used in place of \( \text{ALL}_i \).

A fact table \( T \) over universe \( D \) is a finite set of tuples \( t = (d_1, \ldots, d_n) \) such that, for every \( i = 1, \ldots, n \), \( d_i \) is an element of \( \text{dom}(D_i) \) that is a leaf of the associated hierarchy \( H_i \). In other words, we assume that the table \( T \) to be mined contains only most specific values with respect to all hierarchies over dimensions.

We note that in our approach, the domains of attributes are not restricted to be discrete, even if each value occurring in the fact table \( T \) is treated as a nominal value. Moreover, it should be clear that discretizing continuous numerical attributes can be seen as defining a hierarchy on the corresponding domain.

Since we are interested in sequential patterns, we assume that \( D \) contains at least one dimension with a totally ordered domain, corresponding to the time dimension.

Moreover, given a fact table \( T \) over \( D \), for every \( i = 1, \ldots, n \), we denote by \( \text{Dom}_T(D_i) \) (or simply \( \text{Dom}(D_i) \) if \( T \) is clear from the context) the active domain of \( D_i \) in \( T \), i.e., the set of all values of \( \text{dom}(D_i) \) occurring in \( T \) along with their generalizations according to \( H_i \). In the remainder of this paper, we consider only values in the active domains.

Given an element \( x \) in \( \text{Dom}(D_i) \) and the associated hierarchy \( H_i \), we introduce the following notation:

— \( \text{down}(x) \) and \( \text{up}(x) \) denote respectively the set of all direct specializations and the singleton containing the only direct generalization of \( x \).
More precisely, if \( x \) is not a leaf in \( H \), then \( \text{down}(x) \) is the set of all \( y \) in \( \text{Dom}(D_i) \) such that \( H \) contains an edge from \( x \) to \( y \); otherwise, \( \text{down}(x) \) is set to be equal to the empty set. Similarly, if \( x \neq \text{ALL}_i \), \( \text{up}(x) \) is the set containing the only element \( y \) in \( \text{Dom}(D_i) \) such that \( H \) contains an edge from \( y \) to \( x \); otherwise, \( \text{up}(x) \) is set to be equal to the empty set.

—We denote by \( x^{↓} \) (respectively \( x^{↑} \)) the set containing \( x \) along with all generalizations (respectively specializations) of \( x \) with respect to \( H \) that belong to \( \text{Dom}(D_i) \).

Clearly, for every \( i = 1, \ldots, n \), we have \( \text{ALL}_{1} = \{ \text{ALL}_{i} \} \), \( \text{ALL}_{2}^{↓} = \text{Dom}(D_i) \), and, if \( x \) is a leaf of \( H \), then \( \text{ALL}_{1}^{x} \in x^{↓} \) and \( x^{↓} = \{ x \} \). We also note that, for every \( x \), we have \( \text{down}(x) \subseteq x^{↓} \), \( \text{up}(x) \subseteq x^{↑} \), and \( \{ x \} = x^{↓} \cap x^{↑} \).

**Example 1.** Referring back to our motivating example, the considered set of dimensions \( D \) is defined by \( D = \{ \text{D}, \text{Cat}, \text{Age}, \text{Loc}, \text{Prod}, \text{Qty} \} \). Considering the fact table shown in Table I, we have for instance, \( \text{Dom}(\text{Prod}) = \{ \text{beer}, \text{soda}, \text{wine}, \text{whisky}, \text{pretzel}, \text{chocolate}, \text{M1}, \text{M2} \} \).

Fig. 2 shows the hierarchy \( H_{\text{Prod}} \) associated to the dimension \( \text{Prod} \). It can be seen from this figure that \( \text{down}(	ext{drink}) = \{ \text{a,drink}, \text{a,drink} \} \) and \( \text{up}(	ext{drink}) = \{ \text{ALL}_{\text{Prod}} \} \).

Moreover, Fig. 2 also shows that \( \text{drink} \) is a generalization of \( \text{soda} \), that is \( \text{drink} \in \text{soda}^{↓} \) and \( \text{soda} \in \text{drink}^{↓} \). We also note that, as \( \text{soda} \) is a leaf of \( H_{\text{Prod}} \), \( \text{down}(\text{soda}) = \emptyset \) and \( \text{soda}^{↑} = \{ \text{soda} \} \).

On the other hand, as no hierarchy is associated to the dimension \( \text{D} \), the implicit associated hierarchy \( H_{\text{D}} \) is defined accordingly, that is, the root of \( H_{\text{D}} \) is \( \text{ALL}_{\text{D}} \) and all other values in \( \text{Dom}(\text{D}) \) are leaves of \( H_{\text{D}} \).

We end this section but pointing out that hierarchies on dimensions could be defined as directed acyclic graphs (DAGs). However, although this more general case can be considered in our approach, this would imply redundancies in the computation of frequent sequences. We shall come back to this point in Section 5.

**4.2 Dimension Partitioning**

For each table defined on the universe \( D \), we consider a partitioning of \( D \) into four sets:

—\( D_{t} \) contains a single dimension, called the *temporal* dimension,

—\( D_{A} \) contains the *analysis* dimensions,

—\( D_{R} \) contains the *reference* dimensions, and

—\( D_{I} \) contains the *ignored* dimensions.

Roughly speaking, in our approach, sequences are constructed according to the temporal dimension in \( D_{t} \), whose domain values are assumed to be totally ordered, and the tuples appearing in a sequence are defined over the analysis dimensions of \( D_{A} \). Note that usual sequential patterns only consider one analysis dimension (generally corresponding to the products purchased or the web pages visited).

The set \( D_{R} \) allows to identify the blocks of the database to be counted when computing supports. This is so because the support of a sequence is the proportion of those blocks that “support” the sequence. Note that, in the case of usual sequential patterns and of sequential patterns from [Pinto et al. 2001] and [de Amo et al. 2004], the set \( D_{R} \) is reduced to one dimension, namely the *cid* dimension in [Pinto et al. 2001] and the *IdG* dimension in [de Amo et al. 2004].
The set $\mathcal{D}_I$ describes the ignored dimensions, i.e., those dimensions that are used neither to define the date, nor the blocks, nor the patterns to be mined. Notice that $\mathcal{D}_I$ may be empty.

Based on such a partitioning of $\mathcal{D}$, and using a slight abuse of notation, each tuple $c = (d_1, \ldots, d_n)$ of $T$ can be written as $c = (t, a, r, i)$ where $t$, $a$, $r$ and $i$ are the restrictions of $c$ on $\mathcal{D}_1$, $\mathcal{D}_2$, $\mathcal{D}_R$ and $\mathcal{D}_I$, respectively.

Given a table $T$, the projection over $\mathcal{D}_1 \cup \mathcal{D}_2$ of the set of all tuples in $T$ having the same restriction $r$ over $\mathcal{D}_R$ is called a block. More formally, given a tuple $r$ in $\pi_{\mathcal{D}_R}(T)$, the corresponding block, denoted by $B(T, r)$, or simply by $B(r)$ when $T$ is understood, is defined by the relational expression $\pi_{\mathcal{D}_1/\mathcal{D}_2}(\sigma_{\mathcal{D}_R=r}(T))$. Moreover, we denote by $B(T, \mathcal{D}_R)$, or simply by $B(\mathcal{D}_R)$ when $T$ is understood, the set of all blocks that can be constructed from $T$ and $\mathcal{D}_R$.

In our running example, we consider $\mathcal{D}_I = \{\text{D}\}$, $\mathcal{D}_2 = \{\text{Loc, Prod}\}$, $\mathcal{D}_R = \{\text{Cat, Age}\}$, and $\mathcal{D}_I = \{\text{Qry}\}$. Fig. 4 shows the four blocks of $B(\mathcal{D}_R)$ that can be constructed from table $T$ of Table I and $\mathcal{D}_R$ as specified just above.

### 4.3 Multi-Dimensional Items and Itemsets

Given a table $T$ over a set $\mathcal{D}$ of $n$ dimensions $D_1, \ldots, D_n$, over which hierarchies are assumed, we consider a fixed partitioning $\{\mathcal{D}_1, \mathcal{D}_2, \mathcal{D}_R, \mathcal{D}_I\}$ of $\mathcal{D}$ and we assume that $\mathcal{D}_3$ is of cardinality $m$. In this setting, we define the fundamental concepts of item and itemset in the framework of multi-dimensional data.

**Definition 1 - Multi-Dimensional Item.** A multi-dimensional item is a tuple $a = (d_1, \ldots, d_n)$ defined over $\mathcal{D}_3$, that is, for every $i=1, \ldots, m$, $D_i \in \mathcal{D}_3$ and $d_i \in \text{Dom}(D_i)$.

It is important to note that multi-dimensional items can be defined with values at any level of the hierarchies associated to analysis dimensions. For instance, in the context of our running example, $(\text{drink, USA})$ and $(\text{a_drink, Paris})$ are multi-dimensional items.

Since multi-dimensional items are defined at different levels of hierarchies, it is possible to compare them using a specificity relation defined as follows.

**Definition 2 - Item Specificity Relation.** For all multi-dimensional items $a = (d_1, \ldots, d_m)$ and $a' = (d'_1, \ldots, d'_m)$, $a'$ is said to be more specific than $a$, denoted by $a \preceq_I a'$, if for every $i = 1, \ldots, m$, $d_i \in d'_i$.

**Example 2.** Referring back to our running example, we have:

- $(\text{USA, drink}) \preceq_I (\text{USA, soda})$, because $\text{USA} \in \text{USA}^1$ and $\text{soda} \notin \text{drink}^1$.
- $(\text{EU, a_drink}) \preceq_I (\text{Paris, wine})$, because $\text{Paris} \in \text{EU}^1$ and $\text{wine} \in \text{a_drink}^1$.

However, $(\text{Paris, wine})$ and $(\text{USA, soda})$ are not comparable according to $\preceq_I$, because $\text{Paris and USA}$ are not comparable with respect to the corresponding hierarchy over the dimension $\text{Loc}$, i.e., neither $\text{Paris} \in \text{USA}^1$ nor $\text{Paris} \in \text{USA}^1$ holds.

It is easy to see that the relation $\preceq_I$ is a partial ordering over the set of all multi-dimensional items. In other words, the relation $\preceq_I$ defined over $\text{Dom}(\mathcal{D}_3)$ is reflexive, anti-symmetric and transitive.

Moreover, in order to avoid redundancies in the extracted patterns, comparable items can not belong to the same itemset. Therefore, as stated in the following definition, two items
can belong to the same itemset only if they are not comparable according to the partial ordering $\preceq_I$.

**Definition 3 – Itemset.** An itemset $s = \{a_1, \ldots, a_k\}$ is a non-empty set of multi-dimensional items such that, for all distinct $i, j \in \{1, \ldots, k\}$, $a_i$ and $a_j$ are not comparable with respect to $\preceq_I$.

For instance, in the context of our running example, $\{(Paris, wine), (USA, a\_drink)\}$ is an itemset, whereas $\{(Paris, wine), (EU, a\_drink)\}$ is not. This is so because $(EU, a\_drink) \preceq_I (Paris, wine)$.

The basic notions of sequence and of support of a sequence are defined in the next section.

### 4.4 Multi-Dimensional Sequences and their Supports

**Definition 4 – Sequence.** A sequence $\varsigma = \langle s_1, \ldots, s_l \rangle$ is a non-empty ordered list where, for every $i = 1, \ldots, l$, $s_i$ is an itemset.

A sequence of the form $\langle \{a\} \rangle$, where $a$ is a multi-dimensional item, is said to be an atomic sequence.

For instance, in the context of our running example, $\langle \{Paris, wine\}\rangle$ is an atomic sequence, and $\langle \{(Paris, wine), (USA, a\_drink)\}, \{(EU, beer)\}\rangle$ is a non atomic sequence.

As will be seen later in the paper, atomic sequences play an essential role in our approach for mining frequent sequences while avoiding redundancies.

The following definition states that computing the support of a sequence amounts to count the number of blocks of $\mathcal{B}(\mathcal{D}_R)$ that support the sequence.

**Definition 5 – Support of a Sequence.** A block $B$ in $\mathcal{B}(\mathcal{D}_R)$ supports the sequence $\varsigma = \langle s_1, \ldots, s_l \rangle$ if there exist $t_1, \ldots, t_l$ in $\text{Dom}(\mathcal{D}_t)$ such that:

1. $t_1 \prec \ldots \prec t_l$
2. For every $i = 1, \ldots, l$ and every $\alpha$ in $s_i$, $B$ contains a tuple $c = (t_i, \alpha)$ such that $\alpha \preceq_I a$.

The support of $\varsigma$, denoted by $\text{sup}(\varsigma)$, is the ratio of the number of blocks that support the sequence over the total number of blocks in $\mathcal{B}(\mathcal{D}_R)$.

Given a support threshold $\text{minsup}$, a sequence $\varsigma$ is said to be frequent if its support is greater than or equal to $\text{minsup}$, i.e., if $\text{sup}(\varsigma) \geq \text{minsup}$.

Based on Definition 5 above, an item $a$ is said to be frequent if the sequence $\langle \{a\} \rangle$ is frequent. We recall from the introductory section that, in our approach, frequent sequences are mined based on the maximal atomic frequent sequences, referred to as maf-sequences and defined as follows.

**Definition 6 – Maf-Sequences.** The atomic sequence $\langle \{a\} \rangle$ is said to be a maximal atomic frequent sequence, or an maf-sequence for short, if $\langle \{a\} \rangle$ is frequent and if for every $a'$ such that $a \prec_I a'$, the sequence $\langle \{a'\} \rangle$ is not frequent.

As will be seen in the next section, the frequent sequences to be mined in our approach are constructed based on maf-sequences. More precisely, maf-sequences provide all multi-dimensional items that occur in sequences to be mined.

We draw attention on the fact that multi-dimensional items occurring in maf-sequences are not comparable with respect to $\preceq_I$. Thus, according to Definition 3, any set containing such multi-dimensional items is an itemset.
The following example illustrates Definition 5 and Definition 6 in the context of our running example.

**Example 3.** For a support threshold \( \minsup = \frac{1}{3} \), \( \{(EU, a_{\text{drink}})\} \) is a frequent atomic sequence because, considering the blocks shown in Fig. 4, we have the following:

1. Block \( B(Educ,Y) \) (See Fig. 4(1)). According to the hierarchies, we have \( \text{Berlin} \in EU^1 \) and \( \text{beer} \in a_{\text{drink}}^1 \). Thus, \( (EU, a_{\text{drink}}) \preceq_1 (\text{Berlin}, \text{beer}) \). As \( (\text{Berlin}, \text{beer}) \) is in \( B(Educ,Y) \), this block supports \( \{(EU, a_{\text{drink}})\} \). Notice that a similar reasoning holds when considering the tuple (London, wine) in this block.

2. Block \( B(Educ,O) \) (See Fig. 4(2)). As Paris is in \( EU^1 \) and \( \text{wine} \) is in \( a_{\text{drink}}^1 \), for similar reasons as above, this block supports \( \{(EU, a_{\text{drink}})\} \).

3. Block \( B(Ret,Y) \) (See Fig. 4(3)). The same reasoning as in the previous two cases holds for this block, because London is in \( EU^1 \) and whisky is in \( a_{\text{drink}}^1 \). Thus, this block also supports \( \{(EU, a_{\text{drink}})\} \).

4. Block \( B(Ret,O) \) (See Fig. 4(4)). This block does not support \( \{(EU, a_{\text{drink}})\} \) because it contains no multi-dimensional item more specific than \( EU_{\text{drink}} \).

Since \( \mathcal{B}(\mathcal{D}_X) \) contains 4 blocks, the support of \( \{(EU, a_{\text{drink}})\} \) is \( \frac{4}{3} \), and thus, the sequence is frequent. Moreover, all multi-dimensional items \( a \) such that \( (EU, a_{\text{drink}}) \preceq_1 (d_1, d_2) \) other than \( (EU, a_{\text{drink}}) \) and such that \( d_1 \in \{EU, \text{Berlin}, \text{Paris}, \text{London}\} \) and \( d_2 \in \{a_{\text{drink}}, \text{beer}, \text{wine}, \text{whisky}\} \), lead to non-frequent atomic sequences since these sequences are supported by at most one block. As a consequence, according to Definition 6, \( \{(EU, a_{\text{drink}})\} \) is an maf-sequence.

It is also important to note that, although the Table \( T \) contains four specializations of \( (EU, a_{\text{drink}}) \), only three of them are counted in the computation of the support of \( \{(EU, a_{\text{drink}})\} \). This is so because \( (\text{Berlin}, \text{beer}) \) and \( (\text{London}, \text{wine}) \) are two specializations of \( (EU, a_{\text{drink}}) \) that belong to the same block, i.e., block \( B(Educ,Y) \), which, according to Definition 5, is counted only once when computing \( \text{sup}(\{(EU, a_{\text{drink}})\}) \).

Let us now consider the sequence \( \varsigma = \{(EU, a_{\text{drink}}), (EU, \text{pretzel})\} \), \( \{(EU, M2)\} \) and the same support threshold \( \minsup = \frac{1}{3} \) as above. It can be seen as above that \( \{(EU, \text{pretzel})\} \) and \( \{(EU, M2)\} \) are also maf-sequences. Moreover, considering again successively the blocks shown in Fig. 4, we have:

1. Block \( B(Educ,Y) \) (See Fig. 4(1)). We have \( \text{Berlin} \in EU^1 \), \( \text{London} \in EU^1 \) and \( \text{beer} \in a_{\text{drink}}^1 \). Thus, \( (EU, a_{\text{drink}}) \preceq_1 (\text{Berlin}, \text{beer}) \), \( (EU, \text{pretzel}) \preceq_1 (\text{Berlin}, \text{pretzel}) \) and \( (EU, M2) \preceq_1 (\text{London}, M2) \). As the block \( B(Educ,Y) \) contains the two tuples \( (1, \text{Berlin, beer}) \) and \( (1, \text{Berlin, pretzel}) \) along with the tuple \( (2, \text{London, M2}) \), the sequence \( \varsigma \) is supported by this block.

2. Block \( B(Educ,O) \) (See Fig. 4(2)). As \( \text{Paris} \) is in \( EU^1 \) and \( \text{wine} \) is in \( a_{\text{drink}}^1 \), for similar reasons as above, the sequence \( \varsigma \) is supported by this block.

3. Block \( B(Ret,Y) \) (See Fig. 4(3)). The same as in the previous two cases holds for this block, because London is in \( EU^1 \) and whisky is in \( a_{\text{drink}}^1 \). Thus, \( B(Ret,Y) \) also supports the sequence \( \varsigma \).

4. Block \( B(Ret,O) \) (See Fig. 4(4)). This block does not support the sequence \( \varsigma \).

Since \( \mathcal{B}(\mathcal{D}_X) \) contains 4 blocks, the support of \( \varsigma \) is \( \frac{1}{3} \), and thus, the sequence is frequent.
In order to define sequence specialization in our approach, we first need to define when an itemset is more specific than another itemset.

**Definition 7 – Itemset Specificity Relation.** Let \( s \) and \( s' \) be two itemsets. \( s' \) is said to be more specific than \( s \), denoted by \( s \preceq_{IS} s' \), if for every \( a \) in \( s \), there exists \( a' \) in \( s' \) such that \( a \preceq a' \).

For instance, in the context of our running example, the itemsets \( \{ (Paris, wine) \} \) and \( \{ (Paris, wine), (USA, soda) \} \) are two specializations of the itemset \( \{ (EU, wine) \} \), i.e., we have \( \{ (EU, wine) \} \preceq_{IS} \{ (Paris, wine) \} \) and \( \{ (EU, wine) \} \preceq_{IS} \{ (Paris, wine), (USA, soda) \} \). This is so because \( (EU, wine) \preceq_{IS} (Paris, wine) \).

We note that \( \preceq_{IS} \) generalizes set inclusion, in the sense that for all itemsets \( s \) and \( s' \) such that \( s' \subseteq s \), we have \( s \preceq_{IS} s' \).

Moreover, the partial ordering \( \preceq_{IS} \) defined above can be extended to sequences, so as to define sequence specialization as follows.

**Definition 8 – Sequence Specificity Relation.** Let \( \zeta = \langle s_1, \ldots, s_l \rangle \) and \( \zeta' = \langle s'_1, \ldots, s'_{l'} \rangle \) be sequences. \( \zeta' \) is said to be more specific than \( \zeta \), denoted by \( \zeta \preceq_{IS} \zeta' \), if there exist integers \( 1 \leq i_1 < i_2 < \ldots < i_l \leq l' \) such that \( s_{i_1} \preceq_{IS} s'_{i_1}, s_{i_2} \preceq_{IS} s'_{i_2}, \ldots, s_{i_l} \preceq_{IS} s'_{i_l} \).

**Example 4.** In the context of our running example, the following are examples of sequence specializations:

\[
- \langle \{ (EU, wine) \} \rangle \preceq_{IS} \langle \{ (Paris, wine) \} \rangle, \\
\text{since, as seen earlier: } \{ (EU, wine) \} \preceq_{IS} \{ (Paris, wine) \}.
\]

\[
- \langle \{ (EU, wine) \}, \{ (EU, beer) \} \rangle \preceq_{IS} \langle \{ (Paris, wine), (USA, soda) \}, \{ (Berlin, beer) \} \rangle, \\
\text{since we have } \{ (EU, wine) \} \preceq_{IS} \{ (Paris, wine), (USA, soda) \} \text{ and } \{ (EU, beer) \} \preceq_{IS} \{ (Berlin, beer) \}.
\]

\[
- \langle \{ (Paris, a \_ drink) \} \rangle \preceq_{IS} \langle \{ (Paris, wine), (USA, drink) \}, \{ (Berlin, beer) \} \rangle, \\
\text{since } \{ (Paris, a \_ drink) \} \preceq_{IS} \{ (Paris, wine), (USA, drink) \}.
\]

However, \( \zeta' = \langle \{ (Paris, wine), (USA, soda) \}, \{ (Berlin, beer) \} \rangle \) is not more specific than \( \zeta = \langle \{ (USA, wine) \}, \{ (Berlin, beer) \} \rangle \). This is so because \( (USA, wine) \notin_{IS} (Paris, wine). (USA, wine) \notin_{IS} (Paris, soda) \) and \( (USA, wine) \notin_{IS} (Berlin, beer) \); thus \( \{ (USA, wine) \} \) cannot be compared with any itemset in \( \zeta' \).

5. **M³SP: Algorithms for Mining Multi-Dimensional and Multi-Level Sequential Patterns**

In this section, we give fundamental properties of frequent multi-dimensional and multi-level sequential patterns and then, we detail the algorithms for their extraction. These algorithms are based on the following two-step process:

1. **Step 1:** Maf-sequences are mined. To this end, we follow a strategy inspired from the BUC algorithm [Beyer and Ramakrishnan 1999].
2. **Step 2:** All frequent sequences that can be built up based on the frequent sequences found in Step 1 are mined. To this end, we use the SPADE algorithm [Zaki 2001].

The correctness of each of these two steps is based on the following basic properties.
5.1 Basic Properties

In this section, we show the following:

1. The support of sequences as defined in Definition 5 is anti-monotonic with respect to the partial ordering \( \preceq_5 \) (see Proposition 1 and Proposition 2). Such a monotonicity property is indeed required in Step 1 and Step 2 above.
2. The partially ordered set \( (\text{Dom}(\mathcal{D}_\mathcal{A}), \preceq_1) \) is shown to be a lattice, the elements of which can be generated in a non-redundant manner (see Proposition 4). With such properties at hand, the processing of Step 1 above can be achieved efficiently.

First, considering atomic sequences, we have the following proposition.

**Proposition 1.** For all multi-dimensional items \( a \) and \( a' \), if \( a \preceq_1 a' \) then \( \sup(\{a\}) \leq \sup(\{a'\}) \).

**Proof:** Let \( a \) and \( a' \) be such that \( a \preceq_1 a' \) and let \( B \) be a block of \( T \) that supports \( \{a'\} \). Then, by Definition 5, \( B \) contains at least one tuple \( t = (d, \alpha) \) where \( d \in \text{Dom}(\mathcal{D}_\mathcal{A}) \), \( \alpha \in \text{Dom}(\mathcal{D}_\mathcal{A}) \), and \( a \preceq_1 \alpha \). Therefore, we have \( a \preceq_1 a' \preceq_1 \alpha \) and thus, \( B \) supports \( \{a\} \). Hence \( \sup(\{a'\}) \leq \sup(\{a\}) \), which completes the proof.

Now, generalizing Proposition 1 above, the following proposition states that the support measure for sequences is anti-monotonic with respect to \( \preceq_5 \).

**Proposition 2.** For all sequences \( \xi \) and \( \xi' \), if \( \xi \preceq_5 \xi' \) then \( \sup(\xi') \leq \sup(\xi) \).

**Proof:** Given two sequences \( \xi \) and \( \xi' \) such that \( \xi \preceq_5 \xi' \), based on Definition 8, and using similar arguments as in the previous proof, it is easy to see that every block \( B \) that supports \( \xi' \) also supports \( \xi \). Therefore, we have \( \sup(\xi') \leq \sup(\xi) \), and the proof is complete.

We now turn to the properties required to see how to efficiently implement Step 1 above, i.e., how to mine maf-sequences.

We first note in this respect that the partially ordered set \( (\text{Dom}(\mathcal{D}_\mathcal{A}), \preceq_1) \) can be given a lattice structure provided a greatest element with respect to \( \preceq_1 \) is considered.

To see this formally, we consider an additional item, denoted by \( \top_\mathcal{A} \), which is assumed to be more specific than any other multi-dimensional item in \( \text{Dom}(\mathcal{D}_\mathcal{A}) \), that is, for every \( a \) in \( \text{Dom}(\mathcal{D}_\mathcal{A}) \), we have \( a \preceq_1 \top_\mathcal{A} \).

In this setting, given two multi-dimensional items \( a = (d_1, \ldots, d_m) \) and \( a' = (d'_1, \ldots, d'_m) \), the least upper bound and the greatest lower bound of \( a \) and \( a' \), denoted by \( \text{lub}(a, a') \) and \( \text{glb}(a, a') \) respectively, are defined as follows:

\[ \text{lub}(a, a') = (u_1, \ldots, u_m) \text{ where, for each } i = 1, \ldots, m, u_i \text{ is the most specific value in } d_i \cap (d'_i)^\perp. \]

\[ \text{glb}(a, a') \text{ is defined as follows:} \]

If there exists \( i \in \{1, \ldots, m\} \) such that \( d_i \cap (d'_i)^\perp = \emptyset \) then \( \text{glb}(a, a') = \top_\mathcal{A} \).

Otherwise, \( \text{glb}(a, a') = (g_1, \ldots, g_m) \) where, for each \( i = 1, \ldots, m, g_i \text{ is the most general value in } d_i \cap (d'_i)^\perp. \]

It is easy to see that for all \( a \) and \( a' \) in \( \text{Dom}(\mathcal{D}_\mathcal{A}) \), \( \text{lub}(a, a') \) and \( \text{glb}(a, a') \) are well defined, showing that \( (\text{Dom}(\mathcal{D}_\mathcal{A}) \cup \{ \top_\mathcal{A} \}, \preceq_1) \) is a lattice.

In our algorithms, we ignore the additional multi-dimensional item \( \top_\mathcal{A} \) (as it is of no practical interest), and Step 1 mentioned above is achieved through a depth-first traversal of
the set \( \text{Dom}(\mathcal{A}_m) \), starting from the most general multi-dimensional item \( \text{ALL}_1, \ldots \text{ALL}_m \) that we denote by \( \text{ALL}_m \) in the remainder of the paper.

This algorithm follows the same strategy as BUC ([Beyer and Ramakrishnan 1999]) that we adapt to our particular context. Namely, for each atomic sequence \( \{a\} \) found to be frequent, we generate all the direct successors of \( a \) in \( \text{Dom}(\mathcal{A}_m), \leq_j \) and, for each of them, we compute its support against the subset of the dataset consisting of those tuples that are more specific than \( a \). In this way, as done in BUC algorithm, the more items are specialized, the smallest the dataset. We refer to Section 6 for a discussion on the performance of the corresponding algorithm.

In order to implement the corresponding algorithm, we need an effective and non-redundant mean to characterize the direct successors in \( \text{Dom}(\mathcal{A}_m), \leq_j \) of a given multi-dimensional item \( a \).

To this end, we denote by \( \text{succ}(a) \) the set of all direct successors of a given multi-dimensional item \( a \). More formally, given two multi-dimensional items \( a \) and \( a', a' \) is in \( \text{succ}(a) \) if:

\[ a \preceq_j a', \]
\[ \text{for every } \alpha \in \text{Dom}(\mathcal{A}_m), \text{if } a \preceq_j \alpha \preceq_j a' \text{ then either } a = a \text{ or } a = a'. \]

**Proposition 3.** For every \( a = (d_1, \ldots, d_m) \) in \( \text{Dom}(\mathcal{A}_m) \):

\[ \text{succ}(a) = \{(d_1', \ldots, d_m') \mid (\exists i \in \{1, \ldots, m\})(d_i' \in \text{down}(d_i) \wedge (\forall j \neq i)(d_j' = d_j))\}. \]

**Proof:** Let \( a' = (d_1', \ldots, d_m') \) be such that \( (\exists i \in \{1, \ldots, m\})(d_i' \in \text{down}(d_i) \wedge (\forall j \neq i)(d_j' = d_j)) \). Then, clearly, we have \( a \preceq_j a' \) and for every \( \alpha = (\delta_1, \ldots, \delta_m) \) such that \( a \preceq_j \alpha \preceq_j a' \), we have \( \delta_i \in d_i' \cap (d_i')^{-1} \) and for every \( j \neq i \), \( \delta_j = d_j = d_j' \). As \( d_i' \in \text{down}(d_i) \), we have \( d_i' \cap (d_i')^{-1} = \{d_i, d_i'\} \). Thus, either \( a = a \) or \( a = a' \), which shows that \( a' \in \text{succ}(a) \).

Conversely, let \( a' \in \text{succ}(a) \). Then, we have \( a \preceq_j a' \), entailing that for every \( i = 1, \ldots, m \), \( d_i' \in d_i' \). Assuming that \( (\exists i \in \{1, \ldots, m\})(d_i' \in \text{down}(d_i) \wedge (\forall j \neq i)(d_j' = d_j)) \) is not satisfied, means that for every \( i \in \{1, \ldots, m\} \), we have \( i \) \( d_i' \not\in \text{down}(d_i) \) or \( \exists j \neq i \) such that \( d_j' \neq d_j \).

(i) In this case, there exists \( \delta_i \) in \( \text{Dom}(D_i) \) different than \( d_i \) and \( d_i' \) such that \( \delta_i \in d_i' \) and \( d_i' \in d_i^{-1} \). For \( \alpha = (d_1, \ldots, d_i-1, \delta_i, d_{i+1}, \ldots, d_m) \), we have \( a \prec_i a' \), which is a contradiction with the fact that \( a' \in \text{succ}(a) \).

(ii) In this case, \( d_i' \) is in \( d_i^{-1} \) and we can assume that \( d_i' \) is in \( \text{down}(d_i) \). For \( \alpha = (d_1, \ldots, d_{i-1}, d_i', d_{i+1}, \ldots, d_m) \), we have \( a \prec_i a' \), which is again a contradiction with the fact that \( a' \in \text{succ}(a) \). Thus, the proof is complete. \( \square \)

**Example 5.** In the context of our running example, consider the multi-dimensional items \( a = (\text{EU}, \text{beer}) \) and \( a' = (\text{Paris}, \text{a drink}) \). According to Proposition 3 above, we have:

\[ \text{succ}(a) = \{(\text{Paris}, \text{beer}), (\text{Berlin}, \text{beer}), (\text{London}, \text{beer})\}, \]
\[ \text{because down}(\text{EU}) = \{\text{Paris}, \text{Berlin}, \text{London}\} \text{ and down}(\text{beer}) = \emptyset, \]
\[ \text{succ}(a') = \{(\text{Paris}, \text{beer}), (\text{Paris}, \text{wine}), (\text{Paris}, \text{whisky})\}, \]
\[ \text{because down}(\text{Paris}) = \emptyset \text{ and down}(\text{a drink}) = \{\text{beer}, \text{wine}, \text{whisky}\}. \]

We note that, in this case, \( \text{succ}(a) \cap \text{succ}(a') = \{(\text{Paris}, \text{beer})\} \), meaning that if the set \( \text{succ}(a) \cup \text{succ}(a') \) is to be computed based on \( a \) and \( a' \), \( \text{Paris}, \text{beer} \) is generated twice.
As shown in the previous example, one important point in the computation of Step 1 is to make sure that every sequence \( \{\{a\}\} \) is considered at most once. In other words, we have to design a way to generate every multi-dimensional item \( a \) only once in our algorithm.

To this end, we assume that the dimensions in \( D_A \) are ordered according to a fixed total ordering; let \( D_1 < \ldots < D_m \) be this ordering. Given a multi-dimensional item \( a = (d_1, \ldots, d_m) \), we denote by \( \rho(a) \) the integer defined as follows:

- If \( a = \text{ALL}_A \), then \( \rho(a) = 0 \)
- Otherwise, \( \rho(a) \) is the integer in \( \{1, \ldots, m\} \) such that \( d_{\rho(a)} \neq \text{ALL}_{\rho(a)} \) and for every \( j > \rho(a) \), \( a_j = \text{ALL}_j \).

Then the generated multi-dimensional items from a given multi-dimensional item \( a \) are defined as follows.

**Definition 9 – Generated Multi-Dimensional Items.** Let \( a = (d_1, \ldots, d_m) \) be a multi-dimensional item. The set of multi-dimensional items generated from \( a \), denoted by \( \text{gen}(a) \), is defined by:

- If \( \rho(a) = 0 \) then \( \text{gen}(a) = \text{succ}(a) \)
- Otherwise, \( \text{gen}(a) = \{(d'_1, \ldots, d'_m) \mid (\exists i \in \{1, \ldots, m\}) ((d'_i \in \text{down}(d_i)) \land (\forall j \neq i)(d'_j = d_j))\} \).

As a consequence of Definition 9, it is easy to see that if \( a \) is such that \( \rho(a) = 1 \) then we have \( \text{gen}(a) = \text{succ}(a) \). The following example illustrates Definition 9 in the context of our running example.

**Example 6.** Referring back to Example 5, we assume that the dimensions \( \text{Loc} \) and \( \text{Prod} \) are such that \( \text{Loc} < \text{Prod} \). For \( a = (\text{EU}, \text{beer}) \) and \( a' = (\text{Paris}, \text{drink}) \), we have \( \rho(a) = \rho(a') = 2 \). Thus, according to Definition 9 above, we obtain the following:

- \( \text{gen}(a) = \emptyset \), because \( \text{down}(\text{beer}) = \emptyset \), and
- \( \text{gen}(a') = \{(\text{Paris}, \text{beer}), (\text{Paris}, \text{wine}), (\text{Paris}, \text{whisky})\} \), because \( \text{down}(\text{drink}) = \{\text{beer}, \text{wine}, \text{whisky}\} \).

Therefore, when considering generated multi-dimensional items instead of successors, the multi-dimensional item \( \text{Paris}, \text{beer} \) is considered only once.

On the other hand, for \( a = (\text{EU}, \text{ALL}_\text{Prod}) \), we have \( \rho(a) = 1 \), and thus, the set \( \text{gen}(a) \) is equal to \( \text{succ}(a) \).

In order to show an exhaustive computation of generated multi-dimensional items, for the sake of simplification, let us consider the following simplified hierarchies taken from Fig. 1 and Fig. 2, respectively.

\[
\text{ALL}_\text{Loc} \rightarrow \text{EU} \rightarrow \text{Paris} \quad \text{ALL}_\text{Prod} \rightarrow \text{drink} \rightarrow \text{a_drink} \rightarrow \text{beer}
\]

In this case, the generated multi-dimensional items are shown in Fig. 5.

The following proposition states that, using generated multi-dimensional items as defined above, all multi-dimensional items but \( \text{ALL}_A \) are generated in a non-redundant manner.

**Proposition 4.** (1) \( \bigcup_{a \in \text{Dom}(D_A)} \text{gen}(a) = \text{Dom}(D_A) \setminus \{\text{ALL}_A\} \).

(2) For all \( a \) and \( a' \) in \( \text{Dom}(D_A) \), if \( a \neq a' \) then we have \( \text{gen}(a) \cap \text{gen}(a') = \emptyset \).
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Fig. 5. Tree of generated multi-dimensional items

PROOF: (1) It is easy to see from Proposition 3 and Definition 9 that for every \( a \) in \( \text{Dom}(\mathcal{D}_A) \), \( \text{gen}(a) \subseteq \text{succ}(a) \). Thus, we have \( \bigcup_{a \in \text{dom}(\mathcal{D}_A)} \text{gen}(a) \subseteq \text{Dom}(\mathcal{D}_A) \setminus \{\text{ALL}_A\} \), because \( \text{ALL}_A \) cannot belong to any set \( \text{gen}(a) \).

Conversely, let \( a = (d_1, \ldots, d_m) \in \text{Dom}(\mathcal{D}_A) \setminus \{\text{ALL}_A\} \). Thus we have \( \rho(a) > 0 \) and \( \rho(d_a) \neq \text{ALL}_p(a) \), which implies that \( \omega(d_{p(a)}) \neq \emptyset \). Let \( d' = (d'_1, \ldots, d'_m) \) be such that \( d'_{p(a)} = \omega(d_{p(a)}) \) and, for every \( i \neq \rho(a) \), \( d'_i = d_i \). Then, it is easy to see from Definition 9 that \( a \in \text{gen}(a') \).

(2) Let \( a = (d_1, \ldots, d_m) \) and \( a' = (d'_1, \ldots, d'_m) \) be such that \( a \neq a' \) and \( \text{gen}(a) \cap \text{gen}(a') \neq \emptyset \) and let \( a = (\delta_1, \ldots, \delta_m) \) be in \( \text{gen}(a) \cap \text{gen}(a') \). By Definition 9 and item (1) above, we have \( \rho(a) > 0 \) and \( \rho(a') > 0 \), and furthermore, there exist \( i \) in \( \{\rho(a), \ldots, m\} \) and \( i' \) in \( \{\rho(a'), \ldots, m\} \) such that:

- \( \delta_i \in \text{down}(d_i) \) and for every \( j \neq i, \delta_j = d_j \)
- \( \delta_{i'} \in \text{down}(d'_{i'}) \) and for every \( j \neq i', \delta_j = d'_j \).

Assuming that \( i \neq i' \), let us consider that \( i < i' \). Then, \( i' > \rho(a) \), and thus \( d_{i'} = \text{ALL}_p \). On the other hand, as \( \delta_{i'} \in \text{down}(d'_{i'}) \), \( \delta_{i'} \neq \text{ALL}_p \). Since we also have \( \delta_{i'} = d_{i'} \), we obtain a contradiction. As the case \( i' < i \) is similar, we have that \( i = i' \), which implies that \( \delta_i \in \text{down}(d_i) \cap \text{down}(d'_{i'}) \). Since \( H_i \) is a tree, we have \( d_i = d'_{i'} \), which implies that \( a = a' \). Thus, the proof is complete.

It is important to note from the proof above that item (2) of Proposition 4 does not hold if \( H_i \) is a DAG but not a tree. This is so because in this case, it is possible that \( \delta_i \) be in \( \text{down}(d_i) \cap \text{down}(d'_{i'}) \) while \( d_i \neq d'_{i'} \). This implies that, if one of the hierarchies \( H_i \) is not a tree, there might exist \( a \) and \( a' \) such that \( \text{gen}(a) \cap \text{gen}(a') \neq \emptyset \).
5.2 Mining Maf-Sequences

We now focus on the first step of the computation of frequent sequences, namely the computation of maf-sequences. This step, referred to as Step 1 at the beginning of the current section, is achieved according to Algorithms 1 and 2, inspired from BUC [Beyer and Ramakrishnan 1999].

Algorithm 1 performs the following tasks:

1. Computing all frequent minimal atomic sequences, i.e., all sequences of the form \( \langle \{ ALL_1, \ldots, ALL_{i-1}, d_i, ALL_{i+1}, \ldots, ALL_m \} \rangle \) where \( d_i \) is such that \( sup(d_i) = \{ ALL_i \} \). The set of all such sequences is denoted by \( L_1 \).

2. Pruning from the hierarchies \( H_i \ (i \in \{ 1, \ldots, m \}) \) all values \( d_i \) such that \( \langle \langle ALL_1, \ldots, ALL_{i-1}, d_i, ALL_{i+1}, \ldots, ALL_m \rangle \rangle \) is not frequent and where \( d_i \) belongs to any level of \( H_i \).

3. Based on \( L_1 \) and the pruned hierarchies, computing all maf-sequences using a recursive function called \( get_{\text{rec-maf-seq}} \), given in Algorithm 2. The set of all maf-sequences is denoted by \( \text{MAFS} \) in the two algorithms.

We note that the first two tasks in Algorithm 1 are achieved through one scan of the blocks by associating each domain element \( d_i \) of \( H_i \) with the number of blocks containing at least one tuple \( c \) such that \( c.D_i \in d_i^j \). In Algorithm 1, this number is denoted by \( \text{count}(d_i) \).

The recursive function shown in Algorithm 2 in order to compute maf-sequences operates on the set \( L_1 \), using pruned hierarchies. It is important to note in this respect that considering the pruned hierarchies \( H_i \ (i = 1, \ldots, m) \) allows to avoid redundant candidates that are known in advanced not to be frequent.

We also note that given a candidate atomic sequence \( \langle \{ a \} \rangle \), \( sup(\langle \{ a \} \rangle) \) is computed by scanning the reduced blocks that only contain the tuples \( c = (i, d_1, \ldots, d_m) \) that support \( a \), i.e., the tuples \( c = (i, d_1, \ldots, d_m) \) such that \( a \preceq (d_1, \ldots, d_m) \). The union of all these reduced blocks is denoted by \( \sigma_a(\mathbb{D}_{\forall i}) \) in Algorithm 2.

It is also important to note that, in Algorithm 2, the successors of frequent atomic sequences are generated in a non redundant manner, based on Definition 9. Moreover, in order to make sure that only maf-sequences are mined, before inserting a given atomic sequence more specific than \( \langle \{ a \} \rangle \), \( MAFS \) is not changed, otherwise, \( \langle \{ a \} \rangle \) is inserted in \( MAFS \).

**Example 7.** Fig. 6 illustrates the output of Algorithm 1 in the context of our running example, assuming that \( \text{minsup} = \frac{3}{4} \). The computation of frequent atomic sequences is represented by a tree in which the nodes are of the form \( (d_1, d_2) \), meaning that \( \langle \{ d_1, d_2 \} \rangle \) is an atomic sequence with support \( \frac{3}{4} \). Moreover, maf-sequences are displayed as boxed nodes in this tree.

We note that leaves in this tree are not necessarily maf-sequences. For example, \( \langle \text{ALL}_{\text{Loc}}, \text{pretzel} \rangle \) is a leaf, but not an maf-sequence. This is so because \( \langle \text{ALL}_{\text{Loc}}, \text{pretzel} \rangle \preceq_1 \langle \text{EU}, \text{pretzel} \rangle \) and \( \langle \{ \text{EU}, \text{pretzel} \} \rangle \) has been identified as being an maf-sequence.

5.3 Mining Multi-Dimensional Sequences

We now turn to Step 2 mentioned at the beginning of the current section, i.e., the computation of non atomic frequent sequences. We recall in this respect that maf-sequences are...
Algorithm 1: Mining Minimal Atomic Frequent Sequences and Pruning Hierarchies

Data: The set $\mathcal{B}(\mathcal{D}_k)$, the minimum support threshold $\text{minsuf}$

Result: The set $\text{MAFS}$ of all maf-sequences

begin
  foreach $i = 1, \ldots, m$ do
    Associate every value $d$ in $H_i$ with $\text{count}(d) = 0$;
  endforeach
  foreach $B \in \mathcal{B}(\mathcal{D}_k)$ do
    foreach tuple $c = (t, d_1, \ldots, d_m)$ in $B$ do
      Update all values $\text{count}(\delta_i)$, for every $i = 1, \ldots, m$ and $\delta_i \in d_i$;
    endforeach
    /*All counts are computed*/
    $L_1 \leftarrow \emptyset$;
    foreach $d_j \in \bigcup_{j=1}^m H_j$ do
      if $\text{count}(d_j) < \text{minsuf}$ then
        /*Pruning $H_j$*/
        Remove $d_j$ from $H_j$
      else
        /*Computing $L_1$*/
        if $\text{up}(d_j) = \{\text{ALL}_j\}$ then
          $L_1 \leftarrow L_1 \cup \{\{(\text{ALL}_1, \ldots, \text{ALL}_{j-1}, d_j, \text{ALL}_{j+1}, \ldots, \text{ALL}_m)\}\}$;
        endif
        $\text{MAFS} \leftarrow \emptyset$;
        /*Recursive computation of maf-sequences*/
        foreach $a \in L_1$ do
          call $\text{get\_rec\_maf\_seq}(a, \text{minsuf}, \sigma_0(\mathcal{B}(\mathcal{D}_k)))$;
        end
        return $\text{MAFS}$
      end
    end
  end
end

Fig. 6. Tree of frequent atomic sequences
Algorithm 2: Routine get\textsubscript{rec.maf.seq}

\textbf{Data}: A multi-dimensional item $a$, the minimum support threshold $\text{minsup}$, the set of blocks $\mathcal{B}(\mathcal{D}_R)$

\textbf{Result}: The current set $\text{MAFS}$

\begin{algorithmic}
\State $\text{Cand} \leftarrow \{ \alpha = (\delta_1, \ldots, \delta_m) \in \text{gen}(a) \mid (\forall i = 1, \ldots, m)(\text{count}(\delta_i) \geq \text{minsup}) \}$;
\State $\text{Freq} \leftarrow \{ \alpha \in \text{Cand} \mid \sup(\alpha) \geq \text{minsup} \}$;
\If{$\text{Freq} = \emptyset$}
\If{for every $\langle \{a\}' \rangle \in \text{MAFS}$, $a' \not\preceq I a$ then}
\State /*$\langle \{a\}' \rangle$ is an maf-sequence*/
\State $\text{MAFS} \leftarrow \text{MAFS} \cup \{\langle \{a\}' \rangle\}$;
\Else
\ForEach{$\alpha \in \text{Freq}$}
\State /*Recursive call where $\sigma_\alpha(\mathcal{B}(\mathcal{D}_R))$ denotes the selection of all tuples $c$ in the blocks of $\mathcal{B}(\mathcal{D}_R)$ such that $\alpha \preceq c.\mathcal{D}_R$*/
\State call get\textsubscript{rec.maf.seq}$(\alpha, \text{minsup}, \sigma_\alpha(\mathcal{B}(\mathcal{D}_R)))$;
\EndFor
\EndIf
\EndIf
\end{algorithmic}

the basic ingredients from which all candidate sequences are built up. More precisely, the multi-dimensional items $a$ occurring in any candidate sequence are such that $\langle \{a\} \rangle$ is an maf-sequence.

Frequent sequences are mined using any classical sequential pattern mining algorithm from the literature ([Masseglia et al. 1998; Zaki 2001; Ayres et al. 2002; Pei et al. 2004]). In our experiments, the algorithm SPADE ([Zaki 2001]) has been used.

Since in standard algorithms, the dataset to be mined is a set pairs of the form $(c,\text{seq})$ where $c$ is a customer identifier and seq is a sequence of itemsets, the underlying table $T$ in our approach is transformed as follows:

—Every block $B$ in $\mathcal{B}(\mathcal{D}_R)$ is assigned a unique identifier $ID(B)$, playing the role of the customer identifiers in standard algorithms.

—Every maf-sequence $\langle \{a\} \rangle$ is associated with a unique identifier denoted by $id(a)$, playing the role of the items in standard algorithms.

—Every block $B$ in $\mathcal{B}(\mathcal{D}_R)$ is transformed into the pair $(ID(B),\zeta(B))$ where $\zeta(B)$ is a sequence playing the role of the sequence of itemsets in standard algorithms.

The sequence $\zeta(B)$ is of the form $\langle (\mu_{11}, \ldots, \mu_{1n_1}), (\mu_{p1}, \ldots, \mu_{pn_p}) \rangle$ such that, for every $j = 1, \ldots, p$, $B$ contains the tuples $(t_j, a_1), \ldots, (t_j, a_{n_j})$ where $\mu_{jk} = id(a_k)$ ($k = 1, \ldots, n_j$) and $t_1 < \ldots < t_p$.

The following example illustrates the transformation.

**Example 8.** Referring back to our running example and considering a support threshold $\text{minsup} = \frac{3}{4}$, Table II shows the identifiers assigned to the maf-sequences given in Example 7. The blocks of Fig. 4 are displayed in their transformed format in Table III. Moreover, Table IV displays all frequent sequences in their transformed format as well in their multi-dimensional format in which identifiers are replaced with their actual values.
We end this section by discussing possible extensions on our algorithms regarding the way frequent sequences could be presented to the users.

First, due to the fact that we consider multi-dimensional patterns, one could think of presenting multi-dimensional sequences in a condensed way, by not repeating dimension values occurring at several places. For instance, the sequence \( \{ (\{ \text{EU}, \text{pretzel} \}, (\{ \text{EU}, \text{a} \}_\text{drink}, (\{ \text{EU}, \text{M}\})) \} \) could be displayed as \( \{ (\text{EU}) \{ (\text{pretzel}), (\text{a}_\text{drink}) \}, (\text{M}) \} \). However, this process is not always applicable, as for example, the sequence \( \{ (\{ \text{EU}, \text{pretzel} \}, (\{ \text{US}, \text{M}\})), (\{ \text{EU}, \text{M}\} ) \} \) cannot be condensed.

Second, knowing the blocks that support a given frequent multi-dimensional sequence could be considered relevant. As seen in Example 4, the multi-dimensional sequence \( \varsigma = \{ (\{ \text{EU}, \text{pretzel} \}, (\{ \text{EU}, \text{a} \}_\text{drink} \}), (\{ \text{EU}, \text{M}\} )) \) is frequent because it is supported by the blocks \( B(\text{Educ}, Y) \), \( B(\text{Educ}, O) \) and \( B(\text{Ret}, Y) \). Thus, it is possible to output this set of blocks, associated with the sequence.

However, as this set might be huge, one could think of generalizing the associated tuples, using the hierarchies defined on the reference dimensions in \( D_S \). Then, this option would lead to results of the form \( (r, \varsigma) \) where \( r \) is a tuple over \( D_S \) and \( \varsigma \) is a frequent multi-dimensional sequence, which is precisely what has been considered in [Pinto et al. 2001].

Unfortunately in some cases, such a generalization might be reduced to \( \text{ALL-values} \), which contains no information at all. Such is the case for the sequence \( \varsigma \) above, as the most specific generalization of \( (\text{Educ}, Y) \), \( (\text{Educ}, O) \) and \( (\text{Ret}, Y) \) is \( \{ \text{ALL}_{\text{Cat}}, \text{ALL}_{\text{Age}} \} \).

Notice in this respect that considering the blocks \( B(\text{Educ}, Y) \) and \( B(\text{Educ}, O) \) only, leads to the generalization \( \{ \text{Educ}, \text{ALL}_{\text{Age}} \} \) and that, displaying \( \{ \text{Educ}, \text{ALL}_{\text{Age}} \} \varsigma \) with support 0.5 as a result, means that 50% of the blocks are characterized by specializations of \( \{ \text{Educ}, \text{ALL}_{\text{Age}} \} \) and support \( \varsigma \).

However, the generalization as shown above is not unique. Indeed, the generalization
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\((\text{ALL,Cat},Y)\) of \(B(\text{Educ},Y)\) and \(B(\text{Ret},Y)\) would also lead to a similar result, namely \(((\text{ALL,Cat},Y),\varsigma)\) with support 0.5.

Therefore, the two main shortcomings of such an extension are that (i) it requires further computation for obtaining the possible generalizations, and that (ii) several results exist, which might be confusing for a naive user.

6. EXPERIMENTS

The algorithms of our approach have been implemented in Java 1.5. Experiments have been carried out both on synthetic and real data, aiming at studying the scalability issues with respect to the main parameters when mining multi-dimensional databases (e.g., the support threshold, the number of dimensions, the number of elements in every dimension).

Firstly, we study the impact of taking hierarchies into account. Namely, we show that considering the different levels of hierarchies as separate attributes and running our previous \(M^2SP\) algorithm in this case, is less efficient than running \(M^3SP\). Secondly, we discuss the behavior of our algorithms in the case of various synthetic datasets, and thirdly, the case of a real dataset is considered.

6.1 Hierarchy Management: \(M^2SP\) vs. \(M^3SP\)

As mentioned previously, taking hierarchies into account is one of the main features of the current approach, compared to that of [Plantevit et al. 2005]. On the other hand, instead of considering hierarchies as predefined trees over the domain values, it is possible to consider every non root level of every hierarchy as a separate attribute and to incorporate the corresponding values into the dataset accordingly.

For example the tuple \((1,\text{Berlin,beer})\) in the block \((\text{Educ,Y})\) of Fig. 4 can be replaced with \((1,\text{EU,Berlin,drink,a_drink,beer})\) as \(\text{Berlin}^\uparrow = \{\text{Berlin,EU,ALL}_{\text{Loc}}\}\) and \(\text{beer}^\uparrow = \{\text{beer,a_drink,drink,ALL}_{\text{Prod}}\}\). However, it should be noticed in this respect that such a transformation requires that all hierarchies be perfectly height-balanced trees (i.e., trees in which all paths from the root to a leaf have the same length).

We recall that this way of managing hierarchies has been used by [Srikant and Agrawal 1996] in the case of a single analysis dimension (see Section 3.4). However, in the case of multiple analysis dimensions such a transformation results in a significant increase of the number of analysis dimensions, namely the number of analysis dimensions in the transformed dataset is the sum of the heights of all hierarchies defined on the dimensions of \(D_A\). Then, with the transformed dataset at hand, \(M^3SP\) can be run in order to compute all frequent multi-dimensional sequences.

The experiments reported below show that such a transformation is much less efficient than a direct hierarchy management with \(M^3SP\). Fig. 7(a) and Fig. 7(b) show that \(M^3SP\) outperforms \(M^2SP\) when applied on the transformed dataset. We note that, in these experiments, the cost of the transformation is not taken into account in the reported runtimes.

Considering a synthetic dataset with 50,000 blocks and 4 analysis dimensions, Fig. 7(a) describes the behavior of the runtimes of the two approaches (i.e., \(M^3SP\) and the simulation of hierarchy management with \(M^2SP\)) for values of the minimum support threshold ranging from 100% down to 10%. Moreover, in this experiment, the average height of hierarchies is 4, implying that taking hierarchies into account with \(M^2SP\) requires the transformation of the original dataset with 4 analysis dimensions into a new dataset over 16 analysis dimensions.
It can be seen that the runtime of $M^2SP$ is significantly greater than that of $M^3SP$, as the runtime of $M^3SP$ for minsup = 10% is less than that of $M^2SP$ for minsup = 100%.

Next, we consider a synthetic dataset with 30,000 blocks and a support threshold equal to 50%. Fig. 7(b) describes the behavior of the runtimes of $M^3SP$ and the simulation of hierarchy management with $M^2SP$ for values of the number of analysis dimensions ranging from 1 to 5. The figure exhibits an important difference of runtime values when the number of analysis dimensions increases, showing that it is not possible to efficiently manage hierarchies using $M^2SP$.

Fig. 7. Comparison between $M^3SP$ and $M^2SP$

6.2 Experiments on Synthetic Datasets Using $M^3SP$

In this section, we study the scalability of $M^3SP$ according to several parameters, namely the minimum support threshold, the size of the dataset (expressed in number of blocks), the number of analysis dimensions, the height and the degree (i.e., the average number of direct successors) of the hierarchies.

The results of these experiments are summarized in Figures 8-12. The default values of the parameters, when fixed, are as follows:

— the minimum support threshold is set to 30%,
— the number of blocks is set to 250,000,
— the number of analysis dimensions is set to 5, and
— the height and the degree of the hierarchies are respectively set to 5 and 3.5, which results in about 1,250 distinct domain values per analysis dimension.

Fig. 8 describes the behavior of $M^3SP$ in terms of runtime and memory usage according to the size of the dataset, expressed in number of blocks, considering that each block contains 10 tuples.

Fig. 8(a) and Fig. 8(b) show how the runtime of $M^3SP$ behaves according to the size of the dataset. In Fig. 8(a), the number of analysis dimensions ranges from 3 to 10 and in
Fig. 8(b), the support threshold ranges from 90% down to 20%. It can be seen from these two figures that the runtime roughly increases proportionally to the size of the dataset, but still keeps with acceptable values. Indeed, the runtime does not exceed 600 seconds in the worst cases, i.e., when the dataset contains 500,000 blocks (that is 5,000,000 tuples), and when 10 analysis dimensions or a minimum support threshold of 20% are considered.

On the other hand, Fig. 8(c) describes the memory usage of $M^3 SP$ according the size of the dataset for two different values of the minimum support threshold (50% and 20%). It can be seen that memory usage roughly increases proportionally to the size of the dataset, but is independent from the minimum support threshold value.

Fig. 8. Experiments for the size of the dataset

Fig. 9 describes the behavior of $M^3 SP$ in terms of runtime, memory usage and number of maf-sequences according to the minimum support threshold.
Fig. 9(a) and Fig. 9(b) show how the runtime of $M^3SP$ behaves according to the minimum support threshold for different numbers of analysis dimensions (i.e., respectively 2, 5 and 10 dimensions for Fig. 9(a), and 15 and 20 dimensions for Fig. 9(b)). Obviously, the runtime increases when $\text{minsup}$ decreases and when the number of analysis dimensions increases. However, we observe that, for up to 10 analysis dimensions, the runtime does not exceed 25 seconds, even when the minimum support threshold value is below 20%. On the other hand, for 20 analysis dimensions, the runtime increases very fastly for minimum support values below 50%, but still, remains less than 600 seconds.

Fig. 9(c) shows how the numbers of frequent atomic sequences and maf-sequences behave with respect to the minimum support threshold. The number of maf-sequences obviously increases exponentially when the minimum support threshold decreases, but we notice that the reduction of the number of frequent atomic sequences, compared to the number of maf-sequences, is about 50%. This shows that considering maf-sequences is an important issue of our approach, regarding efficiency.

Fig. 9(d) shows how the memory usage of $M^3SP$ behaves according to the support threshold. We point out that $M^3SP$ is robust according to this parameter. Indeed, even if the memory usage of $M^3SP$ increases when the support threshold decreases, the slope has low values and does not significantly increase, even when the minimum support threshold value is below 20%.

Fig. 10 describes the behavior of $M^3SP$ according to the number of analysis dimensions. Fig. 10(a) shows the behavior of the runtime of $M^3SP$ according to the number of analysis dimensions. Although increasing significantly, the runtime is still less than 1,000 seconds for up to 10 analysis dimensions and a low minimum support threshold value (20%). As shown in Fig. 10(b), this increase mainly comes from the fact that the number of atomic sequences increases significantly with the number of analysis dimensions.

Fig. 10(c) describes the memory usage of $M^3SP$ according to the number of analysis dimensions. It should be noticed that memory usage does not increase significantly when the value of the minimum support threshold decreases. On the other hand, we observe that the slopes of the two plots are decreasing when the number of analysis dimensions increases, which shows that, even for large numbers of analysis dimensions (more than 15), the memory usage should still be acceptable (i.e., about 1,500 Mb).

To study the behavior of $M^3SP$ according to the “topology” of the hierarchies, we carried out experiments on 10 datasets with the same parameter default values as given at the beginning of the current subsection, but with different values for the degree and the height of the hierarchies associated to analysis dimensions.

Fig. 11 describes the behavior of $M^3SP$ according to the degree of the hierarchies. Fig. 11(a) shows the runtime of $M^3SP$ when the degree of hierarchies changes. Obviously, decreasing the value of the minimum support threshold implies that runtime increases significantly. However, it should be noticed that increasing the degree of the hierarchies does not significantly affect the performance.

Fig. 11(b) shows that, although the number of frequent atomic sequences increases with the degree of hierarchies, the number of maf-sequences decreases. This again shows that considering maf-sequences is an important feature of our approach regarding efficiency.

Moreover, as shown in Fig. 11(c), the memory usage is still acceptable (i.e., close to 1,000 Mb) according to the degree of the hierarchies, and again, is almost independent from the minimum support threshold value.
Fig. 9. Experiments for the minimum support threshold

Fig. 12 describes the behavior of $M^3SP$ according to the average height of the hierarchies associated to the analysis dimensions.

Fig. 12(a) shows the runtime over the average height of the hierarchies. We note that, although increasing significantly, the runtime is less than 1,000 seconds for hierarchies of height at most 7, even when considering a low minimum support threshold value (i.e., 30%). However, the slope of the plot increases significantly when the minimum support threshold is lower than 50%, because, in this case, $M^3SP$ goes deeper in the search space. As an example, the search space for 5 analysis dimensions and an average depth of 10 is modelled as a lattice with 50 levels.

As shown in Fig. 12(b), the number of frequent atomic sequences increases when the average depth decreases, but we stress that such is not the case when considering maf-sequences. This again shows that considering maf-sequences is an important issue of our
Regarding memory usage, we note from Fig. 12(c) that, on the one hand, it is quite stable when the average height of hierarchies increases, and on the other hand, it does not significantly depend on the minimum support threshold value.

6.3 Experiments on Real Datasets

We also carried out experiments on real data from the Marketing Department of EDF (Electricité de France), in the context of a research collaboration between EDF Research and Development and LIRMM laboratory, aiming at studying OLAP Mining for discovering
minsup = 0.3
minsup = 0.5
minsup = 0.8

(a) Runtime over the average degree of the hierarchies

(b) Number of frequent atomic sequences and maf-sequences over the average degree of the hierarchies

(c) Memory usage over the average height of the hierarchies

Fig. 11. Experiments for the average degree of the hierarchies

non typical temporal evolutions in data cubes.\footnote{The authors would like to thank Françoise Guisnel, Sabine Goutier and Marie-Luce Picard from EDF R&D for providing real data to assess our approach.}

The two considered datasets, referred to as EDF1 and EDF2, describe the marketing activity, based on a very large customer database (about 3.010^6 customers). The dataset EDF1 (Fig. 13(a) and Fig. 13(b)) contains 8 blocks and 6 analysis dimensions, and the dataset EDF2 (Fig. 13(c) and Fig. 13(d)) contains 85 blocks and 5 analysis dimensions. In both cases, the average height of the hierarchies is about 2.

Fig. 13(a) and Fig. 13(c) describe the behavior of the runtime of M^1SP according to the minimum support threshold for the two datasets. We note that runtimes in the case of the dataset EDF1 are of the same order as those in the case of synthetic data. However, in the case of the dataset EDF2, the runtime exceeds 1,500 seconds for low support values,
Fig. 12. Experiments for the average height of the hierarchies

which is twice as much as in the worst case of synthetic datasets. This is due to the fact that the number of maf-sequences is very important in this case.

Fig. 13(b) and Fig. 13(d) describe the behavior of the numbers of frequent atomic and maf-sequences according to the minimum support threshold for the two datasets. Interestingly enough, it can be seen in both cases that the number of maf-sequences is much lower than that of frequent atomic ones. The ratio is about 10%, which is much lower than that observed in the case of synthetic data. This clearly confirms the interest of mining maf-sequences first, as this incures a drastic reduction of the number of candidate sequences in the subsequent steps of the computation.

Moreover, these experiments show that, using $M^3SP$, relevant rules involving several levels of hierarchies could be found. As an example, we have considered one reference
dimension describing the type of heating system of customers places along with the following three analysis dimensions, the description of which is simplified for confidentiality reasons:

1. the type of contract for which a two-level hierarchy is defined (contract type generalized into contract category).
2. the location for which a three-level hierarchy is defined (namely, town generalized into district and district generalized into area), and
3. the type of place where the customers stay (e.g., appartment, individual house, ...).

In this setting, for $\text{minsup} = 50\%$, the following multi-dimensional sequence was found to be frequent:

$\langle \{(\text{Opt1}, \text{PACA}, \text{Appt}), (\text{Opt1}, \text{Bordeaux}, \text{House})\}, \{(\text{Opt2}, \text{North}, \text{Appt})\} \rangle$

meaning that, for at least half of the types of heating systems,

1. customers living in the PACA district and staying in an appartment subscribed a contract of category $\text{Opt1}$ at the same time as customers living in the town Bordeaux and staying in an indvidual house, also subscribed a contract of category $\text{Opt1}$, and then
2. customers living in the North area and staying in an appartment subscribed a contract of category $\text{Opt2}$.

The users showed interest in this frequent pattern, since it revealed an unexpected subscription sequence concerning customers staying in locations of the south of France and those staying in the north area of France.

On the other hand, it should be clear that such a pattern, involving several analysis dimensions with non trivial hierarchies, could not have been discovered using standard approaches that cannot deal with multi-dimensional and multi-level sequences.

6.4 Discussion

The experiments on both synthetic and real datasets reported in this section show that our approach allows to efficiently mine frequent multi-dimensional and multi-level sequences from huge datasets. Compared to the preliminary version of this work in [Plantevit et al. 2006], the algorithms have been significantly improved. The major improvements are the following:

— In Step 1, maf-sequences are mined according to a BUC-based strategy, instead of an Apriori-like strategy, as done in [Plantevit et al. 2006].
— The transformation of the underlying database presented at the end of Section 5 allows for a better memory usage than handling the dataset itself, as done in [Plantevit et al. 2006].
— In Step 2, based on the transformation mentioned above, any standard algorithm for mining frequent sequences can be used. Having compared the efficiencies of these algorithms, SPADE has shown the best performance. Thus, this algorithm was chosen, instead of PSP, as done in [Plantevit et al. 2006].

We note that our approach may lead to the study of the relationship between the moving up and down in the hierarchies and the tuning of the minimum support threshold.
see this, given a multi-dimensional item \( a = (d_1, \ldots, d_m) \) let \( \text{level}(a) = \sum_{i=1}^{m} l_i \), where, for \( i = 1, \ldots, m \), \( l_i \) is the level of \( d_i \) in the hierarchy \( H_i \).

Then, given a minimum support threshold \( \text{minsup} \), the average level of all levels of the frequent maf-sequences can provide information on how the value of \( \text{minsup} \) relates to the average level of the items occurring in frequent sequences.

One could even think of a pre-processing phase to compute maf-sequences for some given values of \( \text{minsup} \). In this way, one could not only get efficiently the frequent multi-dimensional sequences given a minimum support threshold (as the output of the pre-processing phase could be used to optimize the computation), but also, get the appropriate minimum support threshold value, given a desired average level of detail in the frequent multi-dimensional sequences to be computed.

Although this issue has not been investigated in the present work, it can be considered as a valuable extension of our approach.

7. CONCLUSION

In this paper, we have proposed a novel approach for mining multi-dimensional and multi-level sequential patterns, according to which, contrary to the work from [Pinto et al. 2001; de Amo et al. 2004; Yu and Chen 2005], several analysis dimensions at several detailed levels can be taken into account.

We have provided formal definitions and properties from which algorithms have been designed and implemented. Experiments on synthetic and real datasets have been reported and show the interest and the scalability of our approach.

This work offers several research perspectives. First, as mentioned above, the study of the relationship between the moving up and down in the hierarchies and the tuning of the minimum support threshold can be an interesting extension of the present work.

On the other hand, the efficiency of the extraction could be enhanced by considering condensed representations of the mined knowledge, based on the notions of closed, free, or non-derivable patterns [Mannila and Toivonen 1996; Pasquier et al. 1999a; 1999b; Pei et al. 2000; Burdick et al. 2001; Zaki and Hsiao 2002; Calders and Goethals 2002; Boulicaut et al. 2003; Zaki 2004; Bonchi and Lucchese 2006; Calders et al. 2006].

Finally, we are aware that considering maf-sequences to generate the frequent sequences prevents us from extracting all most specific sequences. This is so because such sequences may contain items that do not occur in maf-sequences, and thus, cannot be mined by our approach. Coping with this issue is another interesting extension of the present work that we plan to investigate in the near future.
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