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Abstract. Minimally invasive robotic surgery has gained wide acceptance recently. Computer-aided features to assist the surgeon
during these interventions may help to develop safer, faster, and more accurate procedures. Especially physiological motion
compensation of the beating heart and online soft tissue modelling are promising features that were developed recently. This
paper presents the integration of these new features into the minimally invasive robotic surgery platform MiroSurge. A central aim
of this research platform is to enable evaluation and comparison of new functionalities for minimally invasive robotic surgery.
The system structure of MiroSurge is presented as well as the interfaces for the new functionalities. Some details about the
modules for motion tracking and for soft tissue simulation are given. Results are shown with an experimental setup that includes
a heart motion simulator and dedicated silicone organ models. Both features are integrated seamlessly and work reliably in the
chosen setup. The MiroSurge platform thus shows the potential to provide valuable results in evaluating new functionalities for
minimally invasive robotic surgery.
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1. Introduction

Robotic assistance in minimally invasive surgery has
been a promising approach for many years. But only
recently it achieved wide acceptance in e.g. radical
prostatectomy due to advantages like less invasive-
ness and a shorter hospital stay [35]. The only system
for these interventions which is commercially avail-
able today is the daVinci® product line of Intuitive
Surgical®. It is structured into a patient-side slave
cart and a master console to teleoperate the slave.
The robotic slave side offers up to four arms, dex-
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trous instruments and stereo imaging. On the master
side, the surgeon gets a stereo vision of the scene and
commands the slave side via hand controllers, buttons
and foot pedals. The telemanipulation is enhanced by
additional features like motion scaling and tremor fil-
tering. Various research platforms were developed up
to now that aim at extending these functionalities in
different ways, see e.g. [45, 17] This paper presents
as a result of the European project AccuRobAs the
integration of two new features that are widely con-
sidered beneficial. Motion compensation controls the
robotic system in a way that the surgeon may operate
on a virtually still standing region of interest (ROI) on
an organ. Online integration of soft tissue simulation
makes a virtual preview of certain operation steps pos-
sible. Both features did not have strong relevance in
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industrial robotics until now, where usually the work-
piece was in rest, or had a well known motion, and
could be described by simple and known material prop-
erties. However, the relevance of these features in the
context of surgical robotics is evident. Recently, fea-
tures that enable to work in unstructured workcells also
gain relevance in industrial robotics e.g. when cooper-
ating with the human. In surgical teleoperation, the
benefits that come from the physical simulations are
manifold [5] The virtual environment can be used dur-
ing a pre-operative planning phase but it is also useful
to integrate supplemental information during the actual
intervention. In particular augmented reality obtained
with the superimposition of the simulated scene over
the real camera view can help the surgeon in navigating
the operating area by highlighting important or hidden
structures (e.g. vessels, tumors). With virtual fixtures
certain areas can be prohibited. In addition, the forces
computed by the physical simulation can be used to
warn the user about wrong or dangerous gestures or
rendered to the user to increase perception of the real
environment [23].

This paper describes the integration of the features
motion tracking of the beating heart and online soft
tissue modelling into the MiroSurge research platform
shown in Fig. 1. The MiroSurge platform, developed at
the German Aerospace Center (DLR), enables research
on minimally invasive robotic surgery. It follows a
modular design both on slave and master side. On
slave side (see Fig. 1, left), MIRO robots [16] realize
the extracorporal motion for positioning two instru-
ments and a stereo endoscope. Inside the body, the
instruments are equipped with a three degree of free-
dom (DoF) actuation to allow for full dexterity and
an additional function such as gripping. The tip of the
instrument furthermore integrates a seven DoF sensor
to measure contact forces and torques as well as grip-

ping forces. The forces are fed back to the master side
(see Fig. 1, right) either for visual augmentation or
for haptic rendering with a device such as the shown
commercially available omega.7 input devices [11].

Various features to assist the surgeon and to increase
the operation quality are currently researched. These
features either aim to reduce the system’s complex-
ity (e.g. setup planning), increase the patient safety
(e.g. virtual walls), enhance the surgeon accuracy (e.g.
intelligent motion scaling), or provide additional infor-
mation (e.g. visual augmentation, or force feedback).
Research on the MiroSurge platform intends to include
all these aspects. Namely, an optimization and plan-
ning software assists the surgeon during system setup
and patient registration [22], and the surgeon receives
force feedback during the operation, either visually
augmented or directly rendered to the haptic input
devices [16]. The features motion tracking of the beat-
ing heart and online soft tissue modelling have the
potential to further enhance the MiroSurge system and
are introduced in the next paragraphs.

Motion tracking. Although current surgical plat-
forms have considerably improved the ergonomics and
mobility issues related to the minimally invasive proce-
dure, physiological motion still needs to be manually
compensated by the surgeon. For tackling this issue,
an active motion compensation can be employed for
enabling surgeons to operate directly on moving organs
with high accuracy and low cognitive burden.

Unlike passive motion compensation solutions such
as mechanical stabilizers, active motion compensation
systems are based on the online estimation of phys-
iological motions. Solutions vary from mechanical
systems such as the moving support proposed by Tre-
jos et al. [48] to augmented reality systems [42], where
a virtually stable view is rendered for the surgeon. All
studies report a significant increase in the precision

Fig. 1. The MiroSurge System: Slave side (left) and master side (right).
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and repeatability of the surgical gesture, attesting the
practical value of a motion compensation system in
robotized surgery.

A fundamental requirement in a motion compensa-
tion system is the accurate estimation of physiological
motions. In the system that integrates the MiroSurge
platform, the visual feedback provided by the endo-
scope is used for motion tracking. From a practical
point of view, passive vision-based techniques are pre-
ferred for avoiding contact and the introduction of
additional sensors in the limited surgical workspace.
To the authors’ knowledge, this is the first vision-based
3D motion compensation system to incorporate a sur-
gical platform that does not require the insertion of
artificial markers for facilitating the visual tracking
task.

In the context of motion compensation, cardiac
surgery represents the most challenging scenario inside
the human body due to the complex heart dynamics
and high precision requirements. In literature, several
visual tracking approaches for estimating the beating
heart motion can be found. Techniques can be divided
into two classes: feature-based or region-based track-
ing.

Feature-based methods [44] can be used to track
salient features such as blood vessels or other distin-
guishable structures for retrieving the heart motion.
Although various studies suggest the feasibility of
motion estimation using this class of methods, tracking
has limited performance against large tissue defor-
mations and appearance changes. Furthermore, it is
strongly dependent on the availability of stable fea-
tures. Its main advantage is the low computational
requirements, which enables real-time performance.

On the other hand, in region-based methods such
as [36] tracing is formulated as an iterative regis-
tration problem. Given the assumption that the heart
surface is smooth, continuous and sufficiently tex-
tured, a parametric function can be used to describe the
heart surface deformation. Region-based methods first
appeared as methods for estimating depth in the intra-
operative field rather than 3D motion tracking. Lau et al
[24] proposed a B-spline parametric model to retrieve
depth from the disparity between stereo images of a
beating heart. Another approach for dense 3D depth
recovery was proposed by Stoyanov et al. [43] where
a piecewise bilinear mapping is applied for modeling
soft-tissue deformation. A challenge when using these
methods is the handling of specular highlights which
requires additional preprocessing [14].

The issues raised above concern the complicated
problem of finding a suitable deformation model for
the heart surface. A possible solution can be physi-
cally inspired models such as the membrane model
proposed by Bader et al. [2]. However, convincing
experimental results are still needed to demonstrate the
validity of such models. In addition, results of shape-
from-shading (SfS) techniques for reconstructing the
heart surface have also been reported in Lo et al. [30,
31]. Compared to the computation stereo approaches
presented earlier which perform well in regions with
distinctive features and sufficient texture, shape-from-
shading tends to perform well in regions with uniform
albedo, little texture and smooth local curvature. Since
SfS and computational stereo techniques are comple-
mentary, a probabilistic fusion framework based on
Markov Random Fields (MRF) was proposed. The
integration of human perception through gazecontin-
gence in a similar fusion framework was recently
proposed in Visentini-Scarzanella et al. [49]. Never-
theless, the uniform albedo and Lambertian surface
requirement for SfS to provide reliable results are not
often met in MIS images. Furthermore, the computa-
tional requirements are still an issue when real-time
performance is envisaged.

From the methods cited above, a region-based
method based on the Thin-Plate Spline (TPS)
deformable model was chosen for the motion compen-
sation system. The most interesting feature of the TPS
model is the flexibility in parameterizing deformations,
which allows us to overcome problems concerning the
lack of visual information in regions with poor tex-
ture. Tracking is formulated as an iterative registration
problem using a gradient-based minimization tech-
nique called ESM [8] extended to the stereo scenario
for tracking in 3D. Further implementation details are
given in Section 2.2.

Online soft tissue modelling. The simulation of
deformations represents an important aspect in many
fields. From structural analysis to 3D modeling the
need for realistic or fast simulation of deformations
lead to the development of many different approaches.
In the last few years, increased computational power
and advances in research lead to the introduction of soft
or deformable models into virtual interactive environ-
ments. In the medical field this translates into more
realism for surgeon training or intervention planning.
A key aspect of interactive deformable models is
the computational complexity, and thus the optimized
implementation of the simulation. For this reason many
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different models were developed and some parallel
implementations were proposed.

Deformable models can be roughly divided into
three main classes: finite element models (FEM),
meshless models and mass spring models (MSM). Two
main issues arise from simulation of deformable mod-
els: physics realism requires small temporal steps in
the simulation, in addition haptic feedback should be
updated every 1 msec to be smooth and realistic, thus
interactive simulations with haptic feedback impose
very tight constraints on the computational time and
require optimized implementations.

FEMs can give the most accurate results in sim-
ulations of deformable tissues, they are based on a
continuum representation of the tissue and on material
constitutive equations [12]. This makes them realistic
and easy to calibrate. Their use is widespread in offline
engineering and surgery simulations where accuracy
is achieved at high computational cost [20]. Linear
FEM are used in online simulation but their realism
is reduced to small deformations and rotations [6].

Meshless models (or point based methods) share the
theoretical background with FEM and have been used
in simulation of different materials [34, 19] and also in
surgical simulations [27, 29]. The main advantage of
point based models is their ability to handle cuts, and
more generally, changes in topology. Along with their
high computational cost, one of the main drawbacks
of point based models is the difficulty in handling sur-
face and interactions because modelling of physics and
surface is decoupled.

A different approach leads to MSMs [37] which have
been widely used in surgical simulations [1, 33]. In
MSMs the body is discretized in a cloud of mass points
linked by springs and dampers. A displacement in a
mass position leads to an extension or a compression
of one or several springs. This produces internal forces
that are integrated temporally and leads to a differ-
ent configuration of the body. The main disadvantage
using MSM is the difficulty in their calibration, since
their physical background is not as evident as FEM and
the definition of spring and damper coefficients is not
straightforward. Their reduced computational com-
plexity makes them suitable for interactive, physically
based, simulation of very complex models, moreover
MSMs have been effectively ported on graphics pro-
cessing units (GPUs), fully exploiting their parallelism
and memory management. For these reasons the work
presented here focuses on the use of MSM in conjunc-
tion with a GPU.

Many works have been proposed about the use of the
GPU to speed up computations of deformable environ-
ments simulation [18, 50]. An implementation of MSM
on GPU is presented in [13]: masses are allocated on
a 2D texture and springs on a group of 2D textures
where each element stores a spring connected to a mass
stored on the same position. In [1] a method for phys-
ical simulation that relies on GPU and on MSMs to
mimic in real time the physics of human organs is pre-
sented. The work proposes an innovative node ordering
method and optimized spring forces computation that
allow to obtain online simulation.

The remainder of this paper is organized as fol-
lows: In Sec. 2, the developed algorithms are presented,
namely the integration into the MiroSurge system (Sec.
2.1.), the motion tracking (Sec. 2.2.), and the online soft
tissue modelling (Sec. 2.3.). Preliminary experimental
results are shown in Secs. 3, 4 concludes the paper.

2. Methods

The next Subsection describes how the new fea-
tures are embedded into the Mirosurge control scheme.
Then, the modules Tracking of the beating heart and
Soft Tissue Modelling are further detailled.

2.1. Integration into MiroSurge

The features presented in this paper need to be
integrated into the basic scheme of the so far imple-
mented force feedback telemanipulation control shown
in Fig. 2. The bilateral telemanipulation implements a
position-force architecture with motion scaling. Carte-
sian velocities measured at the master are scaled down
by a factor of 2–4 and integrated on the slave’s initial
pose. The motions from the haptic device are trans-
formed in a way that an intutive hand-eye-coordination
is given for the user in the sense that moving of the hap-
tic device in one direction corresponds to the motion
the user sees in the stereo image. The measured inter-
action forces returned from the slave are amplified and
commanded to the master. The gain factor depends
on the motion scaling [47]. An analytic inverse kine-
matics for the MIRO and the instrument calculates
the joint angles such that the instrument crosses the
entry point and reaches the commanded slave pose.
The analytic solution is enhanced by a numeric opti-
mization for the 1 DoF nullspace to avoid collision of
the robotic arms, singularities and joint limits [21]. The
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Fig. 2. Basic scheme of force feedback telemanipulation for the MiroSurge platform.

desired joint angles are sent to the slave’s controller
which takes care of fast motion tracking. For the con-
trol of the MIRO robots, a full-state feedback control
for flexible and coupled joints is implemented [25].
The controlled states are the motor positions and joint
torques which are both directly measured, as well as
the derivatives of both measurements. An additional
disturbance observer uses the joint torque measure-
ments to reduce friction in the motor and the gear
boxes [26].

Motion compensation. To integrate motion compen-
sation, the target motion is captured by a stereo camera
and fed to the heart tracking module as shown in Fig. 3.
The heart tracking module has to generate as output the
Cartesian velocity of an ROI vROI, written in the coor-

dinate system (COS) of the camera. This velocity is
then transformed into the COS of the instrument tool
center point (TCP). Depending on whether the motion
compensation is turned on (H = 1) or off (H = 0),
the tracked velocity is added to the Cartesian velocity
vUSER coming from the input device.

Online soft tissue simulation. The user has the option
to either interact with the real organ or with the sim-
ulation of the organ, see switch S in Fig. 3. In both
cases force feedback is available. In case the user
interacts with the real scenario (S = 0), the simula-
tion is running in parallel and provides monitoring.
This way, large discrepancies between the measured
real interaction forces and the forces calculated in the
simulation may be used as indicator for sensor mal-

Fig. 3. Integration of the additional features motion compensation and online soft tissue simulation into the Mirosurge control scheme.
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function or bad registration. If the user is interacting
with the simulation (S = 1), the robotic system is not
moving. When switching back from the simulation to
real interaction, the integrator has to be reset to the
actual instrument TCP. For simulation, the simulated
slave is idealized by simple forward kinematics, thus
assuming that the virtual robot instantaneously reacts
to desired motions. In future work, this can be replaced
by a more complex physical model of the robotic
system.

2.2. Tracking the beating heart

Due to the complex nature of the heart surface, a
suitable choice for a deformation model is complicated
as shown in Sec. 1. The parametric models currently
used to describe the heart surface display problems
with specular reflections and textureless (homoge-
neous) regions. For instance, the B-spline mapping
in [24] does not employ any surface regularization,
which may lead to erroneous shape estimates in regions
without sufficient texture. Similarly, the bilinear map-
ping in [43] needs a very large number of control
points to sufficiently approximate the heart surface
shape.

For such reasons, a type of Radial Basis func-
tion called the Thin-Plate Splines (TPS) for modeling
the heart surface deformations is chosen. The TPS
was successfully applied for modeling non-rigid tis-
sue deformation [4, 3, 28]. One of the most interesting
features of the TPS mapping is the flexibility in placing
its control points. This represents the key feature that
allows to overcome the difficulties of previous meth-
ods concerning the lack of visual information when
tracking regions with poor texture.

Based on extensions to the original TPS affine for-
mulation [32, 4] a region-based method for tracking the
heart surface deformations with a novel parameteriza-
tion for 3D tracking in the stereo scenario using the TPS
was developed [38]. This parameterization offers an
efficient formulation of the tracking problem, without
requiring disparity search or other intermediary steps
that may reduce the tracking accuracy.

Initially, a smooth and continuous region of inter-
est on the heart surface is selected as the reference
image T. Next, to model the heart surface deforma-
tion, a Thin-Plate Spline parametric model is used. The
TPS is a Radial Basis Function characterized by the
basis function U(s) = s2log(s2), (n + 3) parameters
(w1, . . . , wn, r1, r2, r3)T and a set of n control points

ci = (x̂i, ŷi), such that a spatial mapping of pixels x �→ f
(x) is calculated as:

f (x) = r1 + r2x + r3y +
n∑

i = 1

w iU (||ci − x||)

where ||·|| denotes the Euclidean norm. The control
points define the degrees of freedom of the warping
model (more or less control points can be used to
account for the local heart surface deformation).

In the monocular case, two TPS functions f x and
f y sharing their control points define a mapping of the
pixel positions of the selected reference image onto
the current image of the operating field. For tracking
in 3D, we seek to align the same reference image on
both stereo images simultaneously. Consequently, a
TPS warping w(x, h, C) of a pixel x can be defined
as function of a vector h of Cartesian coordinates of
points in space that map to the control points on each
stereo image and the respective camera matrix C (for
more details, see [38]).

Consequently, the 3D tracking problem consists in
estimating the optimal warping parameter vector h that
minimizes the alignment error � between the reference
image T and both left and right images of the stereo
pair Il and Ir simultaneously:

min
h

� =
∑

x∈A

[
[Il(w(x, h, Cl)) − T(x)]2

+[Ir(w(x, h, Cr)) − T(x)]2
]

where A is the set of the template coordinates and
Il(w(x,h,C)) and Ir(w(x,h,C)) are the current left or
right images transformed by the warping function
w(x,h,C), respectively.

For solving the minimization problem above, we use
the efficient second-order minimization (ESM) algo-
rithm proposed by [7]. The ESM is applied because it
displays a faster convergence rate and larger conver-
gence basin than traditional optimization techniques
such as Gauss-Newton or Levenberg-Marquardt. In
addition, for increasing the robustness towards illu-
mination variations the illumination compensation
method proposed by Silveira et al. [8] is incorporated
to the tracking framework. Tracking results obtained
with the proposed technique on an in vivo beating heart
are illustrated in figure 4. A schematic overview of the
tracking algorithm is given in Fig. 5.

Implementation on a Graphics Processor Unit
(GPU). The visual tracking algorithm must extract
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Fig. 4. Endoscopic stereo images of a porcine beating heart, acquired at high speed (83 Hz) with a very small baseline [39]. Notice the difficulties
involved in acquiring at high speeds due to insufficient lighting -For different instants of the heart cycle, the target region tracked on the left
and right images of the stereo pair and the corresponding TPS surface approximation are illustrated. The reconstruction uses the left camera as
world coordinate frame. The tracking algorithm is robust to illumination variations and specular reflections.

Fig. 5. A schematic overview of the tracking algorithm.

the heart motion on-line for an accurate synchro-
nization with the robotic tools. This implies that
tracking must run at high frame-rates. The first
efforts towards a fast implementation of the track-
ing algorithm were far below the desired tracking
frame-rate (≈ 5 Hz in an implementation using Intel
Performance Primitives -IPP). Due to the larger
computational requirements of the application, the

computational power of recently released GPUs is
explored.

The market for real-time high-definition 3D graph-
ics has given birth to high-parallel, multi-core
processors with great computation power. Since GPUs
are specially well-suited to address problems that can
be expressed as data-parallel computations, an imple-
mentation of the tracking algorithm was developed in
order to take advantage of the hardware efficient pro-
cessing. For the experiments, a NVidia GTX280 (Santa
Clara, EUA) graphics card programmed using CUDA
(a programming extension to C) was used.

The computation time per iteration may vary
depending on the size of the reference image, the
number of spatial and illumination parameters. For
instance, considering a 128 × 128 pixel region of inter-
est with 5 control points the computation time per
iteration required for tracking is of ≈2.25 ms. Assum-
ing a transfer delay of around 0.2 ms from the cameras
to the graphics card memory, tracking speeds over
50 Hz can be achieved (a × 10 speed improvement
in comparison with the CPU implementation). It is
noticeable that the number of iterations required for the
tracking algorithm to converge depends on the inter-
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frame motion, which is directly related to the image
acquisition speed. If the acquisition speed is increased,
the heart displacement between frames is reduced and
less iterations are necessary for tracking to converge.
Therefore, the computational requirement per frame
decreases with an increase of the acquisition speed.

2.3. Soft tissue modelling

The workflow followed to provide online simulation
of human organs starts from the CT acquisition of the
patient. In the scope of this paper, a silicone model of
a liver with stiffer inclusions is used (see Sec. 3). The
subsequent steps are CT image segmentation, MSM
generation and, finally, the actual simulation. During
the whole process a rigid structure firmly attached to
the model provides a common frame of reference for
the different phases.

Following the semi-automatic procedure described
in [10], the liver and the inclusions is segmented.
To obtain the segmentation three steps are applied:
liver segmentation using a watershed based algorithm,
optimal inclusion threshold identification by entropy
minimization and segmentation refinement with hole
filling and surface smoothing. The overall procedure
requires some manual tuning of parameters due to the
differences in Hounsfield values between real tissues
and synthetic phantom.

The different volumes (liver and inclusions) identi-
fied by the segmentation phase are discretized into a
single tetrahedral mesh. A label is associated to each
tetrahedra to keep track of the constitutive material
(i.e. liver parenchyma, tumors, ...). From this mesh the
MSM structure is simply obtained by placing a mass
point in each vertex of the mesh and a spring-damper
system in correspondence of each mesh edge. Tetra-
hedra labels and original CT data are used during the
subsequent calibration phase. In the specific case of the
synthethic model the imporant parameters of the dif-
ferent material needed for its realization are identified:
density and stiffness. These parameters are used with a
calibration method based on the work proposed in [51]
to associate a mass value to each model vertex and elas-
tic and damping coefficients to each model spring. Key
features of the obtained model can be found in Table 1,
and the simulated organ is shown in Fig. 6.

In order to achieve a registration of the virtual organ
with the real one, a surface scan of the organ is per-
formed with the 3D-Modeller (3DMo). The 3DMo is
a handheld device for capturing the surface of objects.

Table 1
Key features of the synthetic liver model

Complete Mesh Liver Inclusion

Masses Springs Density Elasticity Density Elasticity
16398 90592 1326 Kg/m3 UkPa 1326 Kg f/m5 31 kPa

Fig. 6. The synthetic liver model being manipulated by virtual
robots.

The generated mesh is then matched with the vir-
tual organ surface automatically [22]. The method was
developed for open surgery. In a minimally invasive
surgery the organs are not accessible to the 3DMo due
to the size of the device, therefore new algorithms that
allow to replace the 3DMo by a stereo camera system
are currently adopted.

The last phase of this process is the online simulation
of the obtained deformable model. The simulation runs
along with the reality and mimics the effects of surgeon
action on the real models, the realism of the simulation
allows the user to seamlessy switch between real and
virtual environment.

To exploit GPU computational power data is
encoded in a format that allows parallel processing
and that follows the limitations imposed by GPU mem-
ory management. The presented simulator is based and
extends the work proposed in [1] to which the reader
is referred. Each simulation step is composed by three
phases: collision detection and solution, internal force
computation, temporal integration of model configu-
ration. All those phases are carried out by the GPU,
the only data exchanged with CPU are the virtual tool
position and the resulting interaction force.

The use of the GPU allows the physical simulation
to run at more than 1 kHz and the graphics of the scene
to be rendered at 30 f ps. This ensures the realism of
both haptic and graphic feedback.
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Fig. 7. Heart motion simulator (left) and plot of the desired motion of the heart simulator and the tracked motion (dashed), (right).

3. Preliminary experimental validations

A custom made silicone model of the heart is used
as target for tracking. The heart model is mounted to
a parallel robot that allows for translational motions.
As target motion, a dual sinus in the image plane
of the endoscope is assumed. It models the heart
contractions with frequency fheartbeat = 1.25 Hz, ampli-
tude aheartbeat = 1 mm as well as the breathing with
fbreathing = 0.2 Hz and amplitude abreathing = 1.4 mm.
Harmonics of these base frequencies are not included,
and there is a zero offset between the two sinusses.
Despite these simplifications, the resulting motion
resembles a real heart motion as shown e.g. in [46,
39]. Figure 7 (left) shows the heart motion simulator.
The heart motion is captured by a stereo endoscope
with 25 Hz.

To evaluate the online soft tissue modelling, a sili-
cone model of a liver with included tumors was built,
see Fig. 8. The physical parameters for healthy tissue
and for tumors are taken from literature. Both organs
are placed according to the human anatomy beneath
a transparent replication of a human torso, see Fig. 9
(right).

Motion compensation. The desired motion of the
heart simulator and the tracked motion of the ROI
are shown in Fig. 7 (right). The motion tracking reli-
ably computes the velocities of the ROI in less than
120 ms. The motion is then fed to the robot control
to achieve the motion compensation behaviour of the
robot. Since no motion prediction is included, a slight
delay between the desired and tracked motion can be
seen in Fig. 7 (right).

Fig. 8. Silicone liver model.

The delay between the image acquisition and visual
tracking step to the robot actuation can be com-
pensated by exploiting the quasi-periodicity of the
beating heart motion for predicting its future motion.
Although no motion prediction is incorporated to
the current system, studies show that low prediction
errors can be achieved in small prediction hori-
zons (see [40] such as the measured compensation
delay (120 ms).

Online soft tissue modelling. The described setup
proved that seamless switching between the real and
the simulated environment is possible and useful. A
qualitative comparison between contact forces showed
that tumor localization was possible both in the real
and simulated environment. The findings are consis-
tent with results from manual palpation. Figures 9 and
10 show the integrated setup. The integration of the
interactive, physically based simulator in the architec-
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Fig. 9. Integration of the additional feature online soft tissue simulation into the MiroSurge platform. On the left the screen arrangement is
shown: The front screen provides the actual image from the real stereo endoscope, while the screen on top provides a rendered scene. The slave
side of the MiroSurge system during a palpation task is shown on the right.

ture provides some benefits to the overall procedure.
During our tests the simulator received the input from
the master controllers and from the camera controller.
Physics simulation was updated at a frequency of more
than 1200 Hz with a synthetic liver model composed
by more than 16,000 mass points and about 90000
spring-damper systems. Subjective evaluation of hap-
tic feedback provided by surgeons proved that the
deformable model response is comparable with the real
one. Objective validation of simulated data in realis-
tic environment will require more advanced techniques
and should be performed on real biologic tissues.

During the described test simulator efficiently
provides three enhancements to the interventional sce-
nario. It allows the surgeon to control a virtual camera

in free motion inside the scene, to obtain a clearer view
of the interventional area and to better understand the
relative position of tools and organ of interest. The
addition of transparencies to the rendered scene allows
the user to see the inner structures of the organs. In the
specific case (see Fig. 10, right), it is possible to dis-
play the inclusions of the synthetic liver, thus guiding
the user during the intervention. Last, the developed
architecture allows the user to switch between the real
scenario and the virtual one, to try some actions in
simulation before performing them in reality. Results
prove that the simulation can run along with the reality,
thus satisfying required real time constraints, more-
over the simulation correctly mimics the reality in both
graphic and haptic rendering.

Fig. 10. Rendered scene while monitoring the motion of the robotic tool (left) and transparent rendering to show the inclusions inside the liver
(right).
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4. Conclusion

New modules for motion compensation for beating
heart surgery and online soft tissue modelling were
successfully integrated into the Mirosurge platform.

Motion compensation is an important feature to
increase surgeon accuracy when operating on mov-
ing organs. To the authors’ knowledge, this is the
first vision-based 3D motion compensation system to
incorporate a surgical platform. This paper shows the
feasibility of its integration into a complex telemanip-
ulation system in 6 DoF with dedicated kinematics for
the entry point into the patient. To further enhance the
quality of the motion compensation, a higher image
resolution of the endoscope would be beneficial for
capturing the details of fine heart structures. Another
important issue is the processing delay which includes
the image acquisition by the endoscope, tracking,
control and the actuation stages. If this delay is not
sufficiently low, critical errors can be induced in the
motion compensation system. Even though palliative
solutions such as motion prediction can compensate
for this delay in most of the cases, the compensation
errors due to latency should be kept within safe levels
(under 200 �m) required by cardiac surgery [9]. In fact,
recent studies show that low prediction errors can be
achieved in small prediction horizons (see [40]) such as
the measured compensation delay (120 ms). The eval-
uation of motion prediction methods (as developed e.g
in. [36]) with the MiroSurge platform is future work.
These methods could also be used to bridge situations
when the view of the camera to the ROI is occluded by
the instruments. In addition, once the instruments are
in contact with the organ, an approach using the mea-
surement of contact forces as well as vision for motion
compensation may be advantageous. To provide the
user with a view on the virtually still standing organ, the
velocities generated from the motion tracking also need
to be fed into the visualization at the master console.

The accurate estimation of the deformations of inter-
nal organs as provided by the tracking algorithm is also
a key requirement for merging pre-operative and intra-
operative data. Patient-specific information such as the
internal organ structures can be used for increased
surgical safety and surgical guidance once precise
information about the online poses of the organ is
available.

Online soft tissue modeling in the MiroSurge sce-
nario has shown potential to assist the user during
operation. The innovations introduced by our approach

are manifold: the physical modeling of the scene
provides, in fact, realistic reconstruction of the inter-
ventional area that allows to assist the surgeons in
effective ways. In particular the surgeon can freely
navigate inside the scene, thus overcoming endo-
scope motion constraints. The surgeon can also exploit
advanced rendering of the scene, that provides the
view of hidden structures or inclusions such as tumors,
vessels or ducts. The last advantage provided by the
proposed method is the ability to switch between the
real environment and the virtual one. This allows the
user to explore the area or to try some parts of the inter-
vention without risk for the patient, thus providing a
better understanding of the ongoing surgery.

A crucial challenge remains to achieve online regis-
tration of the organ pose and of its physical properties,
especially in case the organ is changed during operation
e.g. when removing a tumor. The possibility to solve
this with a motion tracking algorithm such as the one
presented remains to be analyzed. In the case of pure
palpation, the online modeling already now provides
valuable information.

The integration of the presented modules into
the MiroSurge platform was possible without major
changes in the existing control schemes presented in
[47]. The achieved modularity facilitates e.g. compar-
isons of the presented motion tracking algorithm with
alternative approaches as presented in [15] Thus, the
MiroSurge system provides a valuable platform for the
development and evaluation of new advanced features
in robotic telesurgery.
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