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Abstract— Quiality of Service (QoS) routing known as multi-  linear length is necessary to solve the QoS routing prob-
constrained routing is of crucial importance for the emerging  |em, and the authors replace the cost function by a non-
network applications and has bet_an attracting many research linear length, and proposed the Self Adaptive Multiple
works. This NP-hard problem aims to compute paths that Constraints Routina Algorithm SAMCRA. SAMCRA i
satisfy the QoS requirements based on multiple constraints onstraints 9“ Ing Algorithm i IS
such as the delay, the bandwidth or the jitter. In this paper, ~@n exact algorithm based on two main concepts: the use
we propose two fast heuristics that quickly compute feasible of a non-linear length function and the non dominance
paths if they exist. These heuristics are compared to the exact of paths. SAMCRA explores like Dijkstra’s algorithm all
QoS routing algorithm: Self Adaptive Multiple Constraints nodes beginning by the source node and maintains a set of
Routing Algorithm (SAMCRA). For that, two main axes are . . .
explored. In the first axis, we limited the execution time of non-domlnat_ed feasible paths at each _node. The r?llgorlthm
our heuristics. The simulation results show that the length of ~ Stops when it computes the non dominated feasible path
the computed paths is very close to the optimal ones that are with the smallest non-linear length between the source
computed by SAMCRA. Moreover, these heuristics satisfy and the destination nodes.

more than 80% of the feasible requests. In the second axis, to Since the optimal QoS routing with multiple constraints

enforce our hypothesis about the relevancy of the proposed . o .
heuristics, we force our algorithms to compute paths until 'S NP-hard, heuristics are required for real network ap-

a feasible path is found if such a path exists. The success Plications. A heuristic version of SAMCRA is given by
rate becomes then100%. Moreover, the qualities of found ~ TAMCRA [6], which was proposed earlier as a heuristic

solutions as well as the combinatorial complexity of our to solve the unicast QoS routing. Unlike SAMCRA,

heuristics are still attractive. TAMCRA bounds the number of non dominated paths
Index Terms— Routing, multi-constrained, quality of Ser-  that can be stored at each node by a predefined integer
vice, heuristic Therefore, the found solution may not be the optimal one.

In 2001, Yuan and Liu proposed an extended version of
the Bellman-Ford algorithm that finds all optimal paths
then chooses a feasible one if such a path exists [7].
Quality of Service (QoS) routing known as multi- In [8], Jaffe defined an approximation algorithm, which
constrained routing, consists in computing paths thatomputes shortest paths based on a linear combination
meet a set of requirements such as delay, bandwidtiof the weight values of each link in one new weight.
and cost. Most of the emerging multimedia applicationsThis algorithm was illustrated in the case of two metrics,
become more stringent with QoS and require more guam generalization for multiple metrics was proposed in
antees. Wang and Crowcroft have proved that the multif9]. H_.MCOP is one of the well-known multi-constrained
constrained routing problem is NP-hard [1]. For solvingunicast algorithms that was introduced in [10]. This
exactly or approximatively this problem, many solutionsalgorithm is based on the execution of two modified
are proposed in the literature. Among the exact solutionsyersions of Dijkstra’s algorithm in forward and backward
we mention the Depth First Search (DFS) approach whicldirections to compute the shortest paths between two
returns a feasible solution to the problem if such a solutiomodes. Other works aim to solve the multi-constrained
exists [2]. Since the worst-case time complexity approachouting problem using Lagrange relaxation to mix the
is exponential, Shane et al. proposed in 2001 a heuristimetrics. In this category, we can cite the algorithms
based on the DFS approach [3]. Another approach usgmeoposed by Feng et al. in 2001 [11], 2002 [12], by Juttner
the Constrained Bellman-Ford algorithm for the delay-et al. in 2001 [13] and by Guo and Matta in 1999 [14].
cost-constrained routing problem as done in [4]. The Recently, the research community is exploring the
main idea of this algorithm is at first find minimal cost use of the metaheuristics to solve the multi-constrained
paths between the source and the other nodes. Then, theuting problem, such as genetic algorithms [15], tabu
algorithm maintains a list of paths that increase the costearch [7], and ant colonies [16].
and decrease the delay. When the path with the smallest Instead its effectiveness, the major drawback of SAM-
cost and acceptable delay is found the algorithm return€RA resides in its complexity [17]. In this paper, we
this path. However, in [5], it has been shown that a noninvestigate the possibility to replace SAMCRA by two

I. INTRODUCTION
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simple heuristics that efficiently reduce the executioretim 77

and return satisfying solutions. These heuristics aredbase
on the computation of thé shortest paths. For this, we
adapt the Yen's algorithm [18], which has the smallest
combinatorial complexity [19]. The difference between
the two heuristics lies in the metric used for shortest paths
computation. Hop Count Approach (HCA) considers the
hop count metric of a path, while the second heuristic
Metric Linearization Approach (MLA) combines the QoS
metrics into one weighted metric.

In the following, we first give a formal definition of -
the multi-constrained routing problem. In Section IIl, we @ Ztep.l red path
outline SAMCRA algorithm. In Section IV, we give an %;gﬁ;i pgﬁh
overview of the proposed algorithms for computing the
k shortest paths. Our heuristics are presented in Section
V. In Section VI, the performance of our heuristics is Figure 1. An example of SAMCRA
investigated through a large number of simulations.
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Il. PROBLEM FORMULATION timal Path (MCOP) problem consists in finding among the

A communication network is modeled as an undirectedeasible paths, the pafr (s, d) with the smallest length
weighted graphG(N, E), where N is the set of nodes !(p"(s,d)).
and E the set of links. Each link € E of the network is 10 evaluate the quality of a pafi{s, d), an interesting
associated withn QoS parameters denoted by a weightnon-linear length function was defined in [5]:
vector: w (e) = [wi(e), wa(e), ..., wm(e)]T. The QoS S wi(€)eep(sd)
metrics can be classified into additive metrics such as l(p(s,d)) = mami:L...,m(L—Z_) (4)
gzlél(y’mg: :gzl'scjé;:/ an:\e/tarllifasblse uggn?j?/vilgtshs _z_?]t: e?r: dt_Jtoot_tleer;This length function considers the value of the most
constraints of a given QoS request fromésource node gritic_al constraint of a path regarding the end-to-end

S ; : . . requirements.

to a destination nodé, are given by ann-dimensional
vector: L = [L1, ..., L,])T. In general, bottleneck metrics . SAMCRA
can be easily dealt with by pruning from the graph all o , , ,
the links that do not satisfy the QoS constraints, while SAMCRA [5] is an exact multi-constrained routing
the multiplicative metrics can be transformed into addi-2/90rithm that solves the MCOP problem using the non-

tive metrics by using a logarithm function. The additiveIInear length func_tlon and the dominance of paths.
metrics cause more difficulties. Therefore, and without OF @ node paifs,d), SAMCRA retums the shortest
loss of generality, we only consider additive metrics. TheP@th that satisfies the constraint vector if such a path
length of a pathp(s, d) corresponding to the metricis ~ XIStS: Thus, SAMCRA begins by the source node
given by: [;(p(s,d)) = 3 w;(e). Thus, we define At each iteration, the algorithm explores the nelghbors
a feasible pathy(s, d) as félplbvf/)s of the current node and chooses the closest node using
’ ' the non-linear length function defined in Equation 4. The
Lilp(s,dj)) < L;, Vi=1,..m (1) dominated paths are regularly dropped, while all non
dominated ones are memorized. SAMCRA ends when the
destinationgl is reached, and there is no possibility to find
Using the Pareto dominance, a pails,d) dominates g petter path for this destination.

another pathy’(s, d) if: For instance, let us consider the example in Figure 1,
where SAMCRA computes the path with the smallest

Li(p(s,d)) < Li(p'(s,d)), Vi=1,...m ) non-linear length betweer and d. SAMCRA begins

{ 1i(p(s,d)) < 1;(p'(s,d)), for at least onej (2) by exploring the neighbors of {2,4} , and chooses

i _the node4 with the smallest non-linear length. Then, it
In [5], the authors formulated the multl—constramedexmOreS its neighbor&, 3, d}. The algorithm stops at the

routing problem in two d_ifferent ways. 4th jteration, when the nodé is selected to having the
MCP problem The Multi-Constraint Path (MCP) prob- gmajlest non-linear length. In the same figure, we notice

lem consists in fiﬂding a pat(s, d) that satisfies a given hat dominated paths likes — 4 — 3 — d) are dropped as
constraint vectorr: well as the infeasible ongs — 2 — 4).

li(p(s,d)) < Li, i € {1,..,m} 3) IV. THE k SHORTEST PATHS ALGORITHMS

Routing is usually associated with the computation of
MCOP problem Considering a length functioh (e.g.  shortest paths (in number of hops for example). However,

©2012 ACADEMY PUBLISHER



when the shortest path does not satisfy the constraints 1 P
of QoS, it becomes necessary to compute a sek of @/1 /@
shortest paths between a source node and destination node 3 2
to find a feasible path. Thé shortest paths problem is clelte theshorts |

path that deviates

a natural and long-studied generalization of the shortest o P at o s 1PD)=2
path problem in which not one but several paths in an

calculate the shortest

increasing order of length are required. Theshortest M

paths problem in which paths can contain loops turns out L )

to be significantly easier. An algorithm with a complexity @ 1 T ®/1 ,@
in O(|E| + k.|N|.log|N|) has been known since 1975 “3 /2@ N
[20]; a recent improvement by Eppstein achieves the

optimal complexity in:O(|E| + |N|.log|N| + k) [21]. l l

However, the problem of determining tlkeshortest paths @;

without loops has proved to be more challenging. The

1(P)= 1P")=
problem was first examined by Hoffman and Pavley [22]. s \*1 ) / =4
For undirected graphs, the most efficient algorithm was @7
proposed by Katoh et al. [23], which has a complexity 1(P2)=4

in O(k.(|E| + |N|.log|NJ)). Since undirected graphs can
be transformed on directed graphs, by replacing the undi-
rected link with two directed links with the same weights,
on the most general case, the best known algorithm is Both the proposed heuristics are based on Yen’s algo-
that proposed by Yen in [18]. The Yen's algorithm wasithm, which we outline in the following.

generalized by Lawler in [24] and has a complexity in
O(k.IN|(|E| + |N|.log|N|)).

Figure 2. An example of Yen’s algorithm processing

B. Yen's Algorithm

As shown in many studies [19], Yen’s algorithm is the
most pertinent and fast shortest paths algorithm that
A. Motivation was introduced in [18].

, , ) For a given node paifs, d) and a given integek, this

It has been proved that the multi-constrained routingye a4ive algorithm computes, using one additive metric,
problem is NP-hard [1]. SAMCRA is an efficient algo- o 1. shortest paths between these nodes. For that, it
r.|thm that exactly solves this problgm.AIthough |t_s eﬁe?’begins by computing the first shortest path using the
tiveness, SAMCRA can be expensive with acomb|nator|a|:)ijkstra algorithm. At thei*" iteration, the algorithm
complexity in:O(k|N|log(k|N|) + k*m|E|) [17], with ko505 tes the! shortest path by considering all possible

the number of non dominated paths that can be stored f)taths that deviate from the — 1)** shortest path that are
each node queue. Therefore, it may be more interestinlgOt already computed.

to use an approximate algorithm with less combinatorial For instance, let us consider the example in Figure 2,

complexity e>_<pegting a feasible pth between the_ SOUrChere the first two shortest paths between the nddes
a”‘," the: Qestln§t|oq nodes._Redgcmg the execution timg.4 4 are required. The algorithm begins by computing
while giving satisfying solutions is our main motivation the shortest pattP,. Then, it computes all shortest paths

to propose our fast heuristics. These heuristics are basggl; jeviate fromP, at nodesl and 2. Two paths are
on the computation of thé shortest paths. The idea of computedP’, P”. The shortest one hé@// with length
applying such an algorithm is that the shortest paths may s the sec’ond.shortest pait '

be feasible. For that, we propose the modification of the

well-known algorithm of Yen [18] to compute the paths

between two nodes in increasing order of their length untifc- Algorithmic Description of the Proposed Approaches

(i) a feasible path that satisfies all constraints is fouiid, (  In this paper, we propose two fast heuristics that

or a given limitation of computed paths is reached. compute shortest paths in an increasing order, given an
To solve the multi-constrained unicast routing, we pro-additive length function. These heuristics stop when (i)

pose two heuristics based on the computation of shortest path satisfying all the QoS constraints is found or (ii)

paths. Indeed, we argue that one of these computed paths upper bound of the number of computed paihs.

will be feasible. Moreover, these heuristics have a comis reached.k,,,, iS an important parameter, since the

binatorial complexity that is bounded by the number ofcombinatorial complexity and so the execution time of

allowed computed shortest paths. The proposed heuristicair heuristics depend on its value. Indeed, whgpn,.

are using one additive metric. The first heuristic computess small, these heuristics are fast, and the number of

the paths with the smallest number of links. The secondatisfied request can be small. In parallel, whgh,..

heuristic uses a combination of the QoS metrics in a singlncreases, the number of satisfied requests increases too.

one, using an efficient technique that will be explained inFurthermore, the proposed heuristics use a single additive

detail in Section V-C. metric obtained by two ways:

V. PROPOSEDHEURISTICS



A graph: G Algorithm 1 MLA meta-code

A node pair: (s,d)

a constraint vector: L -
Number of maximal calculated shortest paths k_max for (Z - 1’ Tt m) do
Chosen approach: a Computepf (S, d)
_ Lipi(s,d)
v i
end for
for all e € G do
Metric Linearization Approach w,i(e) = Zi—l m alwl(e)
| end for '
Y j < 1, Find—false, k <+ 1,

p1(s,d) = Dijkstra(s,d), P, P'llpaths

D = pi(s,d) Il candidate set

X = ¢ Illshortest paths set

while ((Find#£true) and § < k;,q.)) dO
P «shortest path iD

return the path

if (p,(s,d) is feasible)then

N
° Yes remove d from F|nd true
multicast group

else

Figure 3. Proposed heuristics diagram Jje—J+ 1 .
v «+ deviatiort(p; (s, d), X)
while (v # d) do

Hop Count Approach (HCA): in this approach, the P « Dijkstra(v,d)
algorithm searches for the shortest paths considering the P’ — prefid(p;(s,d),v) + P
number of hops as the only metric to optimize. D—D+P

Metric Linearization Approach (MLA) : at first, it sub- v «—successaw, p;(s,d))
stitutes the weight vectow (e) = [wi(e), .., wm(e)]7, end while

by a scalar weightw'(e) = ., , aiw;(e). To end if

.....

calculate the parameters, the MLA approach computes  end while
pi(s,d;), i = 1,...,m, the shortest path that optimizes
the metrici. Then, the parametety; is calculated as
follows: ) k shortest paths without considering all the existing paths
oy = li(pi(s,d;)) (5) as we will demonstrate it in Figure 4.
L; On the left side (a), at first HCA computes the three

a; can be namedhe criticality degree of the constraint shortest pathsP?;,P, and P;, that have the same hop
L;. Whenq; is close tol, that mean;(s,d;) is very  count. When computing the fourth shortest path using the
close toL;. Consequently, it is necessary at first to satisfydeviation concept at nodg the algorithm will choose one
the constraintZ;. of the two pathsP’ and P”. As the algorithm chooses

Figure 3 summarizes the process of our heuristics HCAne of the two latter paths, it can not choose the other one
and MLA. For a given grapldz, a given node pai(s,d),  at the next iteration. This can lead to some cases where
with a constraint vectoil, and a chosen approach, the not all paths are explored and the feasible path can be
algorithm returns the fist feasible path betweerand  skipped. For instance, if the constraints are given by the

d, if such a path is one of thdi... shortest paths yectorz, (3,3), only the path?’ will be feasible, and this

that are allowed to be computed. For that, the algorithmyaih can be skipped by the original Yen's algorithm.
chooses the approach to use and compute the combinedOn the right side (b), we suppose thit: (4,4)

link weights in case of MLA. Then, it computes shorteStMLA starts by computing the shortest paths considering

?ath.ilm ar:hlncfreas(ljn%forde_rt. Tr;_e processl stodps dwhen sebccessively the two metrics. Here the péth- 2 — d)
easibie paih IS Tound, Oinq, rerations are already done. ;qimizag the first metric with the valug and the path

A more detailed meta-code is presented in Algorithm 1(3 — 1 — d) minimizes the second metric with the value

for MLA approach. 2. Then, MLA computes the parameteis = 2 = 0.5
o _ and ap = % = 0.5. After adding the new weights to the

D. Limitations of the Yen's algorithm links, MLA computes the first shortest paff. At the

The proposed heuristics MLA and HCA are basedsecond iteration, when computing the shortest path at the
on the computation of thé shortest paths using the deviation nodes, MLA can chooses”* or P** since they
Yen’s algorithm. However, Yen’s algorithm computes thehave the same length However, onlyP* is feasible.
P _ . This limitation prevents to compute feasible paths even

deviation is a function that returns the furthest node atchvli path it thig path is one of the shortest paths. To cure this,
P deviates from a set of paths e . .

2prefix retuns the sub-path of a path P, between the sourcearatie We propose a modification of the Yen's algorlthm. We
a defined node v replace the computation of the shortest path using Di-




randomly generated using a uniform distribution in the
interval [1,1024].

Different classes of constraints are also considered.
For each pair of nodeés, d), the constraint vectors are
generated in a way that they browse a defined space gener-
ation by areas from the strictest constraints to the loosest
ones. In Figure 5, where only two metrics are considered,
P, and P, denote the shortest paths betweemnd d
that minimizes the first and second metric respectively.
The shaded rectangle (B) delimited By(P), 11(P)
and lo(P,), l3(P) circumscribes the region where the
constraints are selected. This region is divided(rareas:
area 1, area 2,..., area 10 (also denoted in the simulation
figures by 1,2,...,10). The constraints are randomly se-
lected within these areas. Outside the specified region,
the Qo0S constraints are less interesting to be examined.
Indeed, all constraints that are generated within space (A)
are infeasible, while all constraints generated in spage (C
are trivial and any polynomial algorithm will be sufficient
to find solutions. We note that strict constraints are close
to l;(P;) andly(P;) (area 1), while loose constraints are
close tol; (P;) andiy(P;) (area 10).

jkstra’s algorithm by a modified version denoted Mod- In the followings, two series of simulation are per-
Dijkstra that computes all shortest paths that have thérmed.
same length at the same time, if more than one exist. For
this, instead of saving only one of the predecessors witlA, HCA and MLA performance evaluations
the smallest length at each node, the algorithm saves all |, this part, several series of simulations have been
the predecessors that have the same smallest length. performed. We randomly generaté0 instances of link
weights. For each instance of link weights)0 pair
E. Exact HCA and Exact MLA algorithms of nodes are randomly selected. Thereafigr,routing
requests are generated within each area, from the strictest
Exact HCA (E-HCA) and exact MLA (E-MLA) are tWo o, nqiraints (area 1) to loosest ones (area 10). After that,
modified version of HCA and MLA respectively. These the three algorithms: SAMCRA, HCA and MLA are exe-
algorithms are based ob three main modifications. cuted independently to find a solution. Four performance
« at each deviation node, the algorithm of computationmeasures are computed.
of shortest paths computes all paths with the same , g,ccess rate: it is the number of satisfied routing
additive length (hop count for E-HCA and metric requests from 00 generated requests,
linearization for E-MLA), « Quality of computed paths:it corresponds to two
« the upper bound:,,,, of computed paths become lengths. The non-linear length and the average length
infinite (k. — o0), o of computed paths. The non-linear length is used by
« the angnthm stops only when a solution is found SAMCRA (Equation 4) and corresponds to the sat-
for feasible requests. isfactory degree of the most critical constraint. The
Considering the example of Figure 4, two iterations will average lengthlgvg(p(s,d)) = = 31" 1;(p(s, d)))

Figure 4. The relevance of enumerating all paths having thedangth

be sufficient for HCA to compute the feasible pafi
without skipping this path. In the first iteration, Mod-
Dijkstra returns the seP,, P,, P;. Then, at the second .
iteration it returns bottP’ and P”. For MLA, the problem

is less recurrent because of the new weights computation. «
Indeed, the paths have generally different lengths, and
MLA cannot skip paths that have the same length.

equivalently considers all the metrics, and computes
the average quality of the computed paths.

Relative complexity: it is the number of operatioAs
that are performed to find a feasible solution,
Absolute complexity: it is the number of operations
that are performed before answering a given routing
request, instead the request is infeasible,

We note that all these performance measures have been

VI. PERFORMANCEEVALUATION AND SIMULATIONS

computed with95% confidence intervals according to the

ten constraint generation areas. The upper bdyng. of

The performance of the two proposed heuristics angne computed shortest paths in our heuristics is fixed to
SAMCRA are investigated through extensive simulations, -

For that, we use a realistic network witld nodes and
82 links denoted by Real-Topology [25]. Each link is

Success rate

associated with two additive weights. These weights are 3an elementary operation corresponds to the visit of one node
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Figure 6 shows the success rate of the three algorithms:
SAMCRA, HCA and MLA. Foremost, we notice that Figure 8. The absolute complexity of the algorithms SAMCRA,AIC
the success rate of the three algorithms is increasing. lind MLA

fact, for strict constraints there is few feasible requests,

and this number is increasing when constraints become

loose. Since SAMCRA is an exact algorithm, it gives the/n Figure 8, we can state that the absolute complexity
highest success rate, while the upper bound of compute®f both proposed heuristics HCA and MLA is greater
paths in our heuristics is fixed to three. The success rat®an SAMCRA complexity for strict constraints. Indeed,
of SAMCRA varies from29% for strict constraints to When the constraints are strict, SAMCRA rapidly rejects
100% for the loose ones. For strict constraints, the gag'on feasible requests, while both approaches explore the
between SAMCRA and our heuristics does not exceedn@ximum number of paths (here fixed to three) without
4% with MLA and 7% with HCA. For loose constraints finding solutions. When constraints become less strict; the
(area10), the difference become&2% with MLA and  tWo proposed approaches find feasible solutions before
16% with HCA. Indeed, the area0 presents the trivial computing the three paths, which significantly reduces
constraints for which SAMCRA always finds a solution, their execution time.

and the number of feasible requestsl (9%. o Quality of computed paths

The execution time is an important parameter whenn Figure 9, the solutions found by our approaches HCA
evaluating any routing algorithm. To evaluate more deeplyand MLA are a little bit worse than those found by
the three algorithms, two kinds of complexity metrics aresAMCRA with 6.67% and 2.39% respectively. Obvi-
proposed. The relative complexity for feasible requestg,sly, SAMCRA finds the path with the smallest non-
and the absolute complexity for the total generated refinear length, while both heuristics HCA and MLA stops
quests. at the first feasible path, which can be worse than the

« Relative complexity optimal one. Moreover, for strict constraints, the solugio
Relative complexity is calculated only if a solution is COmputed by the three algorithms are significantly equal.
found by the three algorithms. In Figure 7, we notice_'” fact, for strict constraints, the number of feasible gath
that the relative complexity of SAMCRA is significantly 1S very small, and if HCA or MLA computes a feasible
larger than both of HCA and MLA. Indeed, when the path, this path has big chances to be the optimal one.
constraints are not strict, SAMCRA has more paths to N Figure 10, the average length of MLA is better than
explore before returning the optimal solution accordingthat of SAMCRA with 1.59%, and the average length
to the non-linear length, while both approaches HCA and®f HCA is very close to that of SAMCRA. Indeed, the

MLA stop at the first feasible path they find. This reducesinearization of the metrics involves the computation of
their execution time. paths based on both metrics, unlike SAMCRA which

. does not consider the variation between the metrics and
« Absolute complexity
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Figure 9. The non-linear length of the paths computed by SAMCR Figure 11. Number of computed paths before finding a solution by
HCA and MLA E-HCA and E-MLA

. WA T requests,
i « Exact complexity : is the number of operations that
- 1 are performed to find a solution for all feasible
| requests.
e g « Number of computed paths
i = e Figure 11 shows the number of computed paths by E-
T HCA and E-MLA before finding a feasible path. For strict
B constraints, E-HCA need8.1 paths to find a solution
while E-MLA does not need more thaih.13 paths.
A B R The number of computed paths is decreasing when the
constraints are less strict. Instead numbers of computed
Figure 10. The average length of the paths computed by SAMCRApaths by E-HCA and E-MLA are lower than the upper
HCA and MLA bound k,,,,. of HCA and MLA, E-MLA as well as E-
MLA computes paths until a feasible one is found. In the
10% of cases where HCA and MLA do not find feasible
aths they need to compute more thaupaths. In the
ther cases, the computed paths is almost the first or the
Second one.
A simple demonstration can justify these small values.
Let us suppose that HCA neetl$ paths to find solution
for 23% of the generated requests as shown in Figure 6.
In addition, E-HCA needs to compufepaths for thes%
to reach the success rate28% as SAMCRA. Since3%
presents’2% of 28%, the average number of computed
pathsN,, will be computed as follows, = 0.82x 1.5+
0.18 %5 = 2.13. A similar demonstration can be done for

MLA.
B. Exact-HCA and Exact-MLA Performance Evaluation « Exact complexity

In the second series of our study the exact version ofn Figure 12, the exact complexity of E-HCA is bigger
the algorithms E-HCA and E-MLA has been analyzed.than SAMCRA for strict constraints. This is due to the
In fact, after the modification of the Yen's algorithm in modified version of Yen’s algorithm and the computation
order not to skip paths with the same length, E-HCAof additional paths. This high complexity can also be
and E-MLA will explore all existing pathgk,... —  explained by the increasing number of explored paths and
o) if necessary, between the source and the destinatiafie small number of feasible ones. Let us suppose that the
nodes. For this, they compute the paths in an increasingnly feasible path is the second shortest one and there are
order according to the previously explained metrics. E-( first shortest paths, anth) second shortest paths. In
HCA uses the hop count metric, while E-MLA uses this case, at least0 paths and at most9 paths will be
the linearization metric. In this series of simulations th exp|ored before f|nd|ng the feasible one. Since the number
requests as well as the constraints are generated similagf computed paths in E-MLA is less than13 paths,
to the first series of simulations. Two measure parameteligs exact complexity still the smallest one for both strict
are evaluated: and loose constraints. Indeed, E-MLA computes paths

« Number of computed paths: is the average number of using the linearization metric that simultaneously takes

computed paths to find a feasible solution for feasibldnto account the two considered metrics.

—

i

Average length

focuses on the most critical one. The following example
highlights the difference between non-linear length and’
average length evaluation. For that, let us consider tw
paths: the path computed by SAMCRA (s, d) : with
the lengths [;(p1(s,d)) = 0.6, la(p1(s,d)) = 0.7
corresponding to the metrick and 2 respectively, and
the path computed by HCAx(s,d) : with the lengths
l1(p2(s,d)) = 0.1, l2(p2(s,d)) = 0.9. It is clear that
the non-linear lengtti(p,(s,d)) = 0.7 < i(p2(s,d)) =
0.9, while the average length,.,(pi(s,d)) = 0.65 >
lavg(s,d) = 0.5.
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Figure 12. The exact complexity of SAMCRA, E-HCA and E-MLA

The exact complexity of E-MLA is very interesting

since it is still smaller than SAMCRA, while having
100% of success rate. However, the compromise done
is regarding the quality of found solutions by E-MLA
which may not be optimal but still feasible and this can13l
be sufficient for most requests.

[12

]

(14]

VII. CONCLUSION

To solve the QoS routing problem, we proposed two[15]
fast heuristics HCA and MLA. These heuristics are simple
to implement and give attractive results regarding the

success rate, the quality of found solutions and they Cong

siderably reduce the execution time. The execution time
is one of the most challenging parameters in the treated
NP-hard problem. For this, extensive simulations ard17]
performed to compare our heuristics to the well-known
algorithm SAMCRA. Two main ideas are developed thery, g
confirmed in this paper. The first idea is that HCA as
well as MLA have a bounded combinatorial complexity
that can be readjusted to reach a minimum success ratd9]

The second idea focuses on the combinatorial complexity

of HCA and MLA if they are transformed into exact [5q;
algorithms, and the obtained results are very satisfying.
Finally, since the current network applications becomd21]
more exigent, it is interesting to explore the heuristic
solutions to solve the NP-hard QoS routing problem.
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