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Abstract. Side Channel Attacks (SCA) are a serious threat against
security of cryptographic algorithms. Most of the countermeasures pro-
posed to protect cryptosystems against these attacks, are efficient but
present a significant area and power consumption overhead. The regis-
ters being the main weakness of cryptosystems, the source of leaks the
more easily exploitable, we proposed a secure DFF which reduces leaks.
In this paper, we present this countermeasure which considerably in-
creases the robustness of cryptographic algorithms against side channel
attacks. Moreover, the area and power overhead of our secure DFF in a
cryptosystem is attractive.

Keywords: Side-Channel Attacks, hardware countermeasure, Secure D
Flip-Flop, Data Encryption Standard (DES).

1 Introduction

Since Differential Power Analysis (DPA) [1], a lot of hardware countermeasures
have been proposed to protect cryptographic devices against Side Channel At-
tacks (SCA). SCA are efficient because they allow the attackers to find secret
keys of cryptographic algorithms by correlating processed data and side channel
informations such as computing time, electric consumption or electromagnetic
emissions. For example, Differential Power Analysis is based on the analysis of
dependencies between intermediate data computed by an algorithm and the cur-
rent consumption. By knowing the algorithm, DPA allows linking the current
measured in the device to a theoretical model of power consumption in order to
find the secret key. This kind of attack is very powerful because it requires few
resources and little technical knowledge.

To protect the cryptographic devices against the SCA, designers have devel-
opped coutermeasures. The goal of a countermeasure is to remove this correlation
by masking or hiding the internal data activity of cryptographic devices. We can
sort the countermeasures into three categories:

— redundant logics
Such secure logics aim at normalizing the power consumption by rendering
the activity rate of all nets in the design constant and independent of the
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processed data. This is typically acheived by adopting dual or triple rail
encoding of data |2-4].
— randomisation

The masking countermeasure aims at rendering all intermediate values of
the algorithm processed by the secure integrated circuit (IC) unpredictable
by an attacker. This is typically achieved by mixing the input data with
random data that are unknown for the attackers. There are two types of
masking:

e boolean masking : it is mainly used in symmetric algorithms. It consists
in applying a XOR between the data and a random number generated
on chip at each computations |5].

e arithmetic masking : this type of masking is mainly used in asymmet-
ric algorithms. This countermeasure uses the algebraic structure of the
algorithm by adding random values to sensitive data [G].

— desynchronisation
An underlying assumption to all SCA is that all attackable intermediate val-
ues processed by a secure IC are always computed at the same time. The
goal of desynchronisation based countermeasures is to break this assumption
by ramdomly spreading the critical computations in time. Ending so, Ran-
dom Process Interrupts (RPI) [7] or random clock frequency [8] have been
proposed as efficient countermeasures.

Despite their efficiency, the main drawback of these countermeasures is their
area and power consumption overheads (Table[d]). Such overheads forbid the use
of such countermeasures in several applications like secure RFID tags or other
low cost or low power products. It is thus mandatory to develop low power and
low area overhead countemeasures.

Table 1. Area overhead of several hardware countermeasures applied to cryptosystems

Countermeasure Area
Sense Amplifier Based Logic (SABL) [2] 73%
Wave Dynamic Differential Logic (WDDL) [3] 240%
Secure Triple Track Logic (STTL) [4] 455%
Boolean Masking [5] > 100%

In this paper, we propose the use of secure D Flip-Flop (DFF). The D Flip-
Flop, as explained in section 2, constitutes the main source of leakage.

2 Cryptographic Devices Leakages

In this paper, we focus on symmetrical cryptosystems. During a cryptographic
computation, sources of leaks are multiple, and occur at specific times. However,
we may highlight the two most important ones.
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The main one is undoubtly the DFF banks or registers. Several reasons ex-
plain this fact. First, they usually sample, at each clock edge (thus in a perfectly
synchronised way), either in a slave or master stage, the intermediate values
targetted by the attackers.

Second, their power consumption significantly differs depending on if the data
to be sampled is the opposite to that sampled during the previous rising edge of
the clock or not. Indeed, if D has changed during the last clock cycle, then both
master and slave have to switch, while none switch if D has been keep constant
during the last clock cycle.

As a result, the amplitude of the current to be supplied to the secure IC,
during an edge of the clock, is proportional to the number of DFF that have
updated their content. This gives rise to the so called Hamming Distance Model
[1].

The second main source of leakage is the first logic layers of standard cells
after the DFF. Indeed, the switching activity of these gates is highly correlated
to that of DFF and also remains quite synchronous |9]. Note however that this
second source is less significant than the other.

Figure[llgives evidences of this. It represents the difference of means (DoM) [1]
after a simulated DPA, considering @ a time windows embedding the switching
of both DFF and the first layers of cells, and @ a time windows that embed
only the switching of the first layers of gates. As shown, it is necessary to process
respectively 100 and 1500 power traces to disclose the key when considering or
not the DFF activity.
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Fig. 1. Difference of Means @ after 100 traces - after 1500 traces

So DFF are the critical security issue in a CMOS cryptoprocessor. In order to
provide low power and low area countermeasures, we introduce below a secure
DFF.
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3 Secure D Flip-Flop

3.1 Secure DFF Implementation

To normalize the power consumption, we propose to double the master-slave
stage (DFF1 and DFF2) and to add a detector-generator of switching. This
latter block detects switches in the DFF1, and provokes a switch in DFF2, when
DFF1 does not switch.

As shown Figure[2 the detector-generator of switching is built so that at the
clock’s rising edge:

— when Q1 # D1, the DFF 1 switches.
— when Q1 = D1, the DFF 2 switches.

As a result, independently of the data processed by the secure DFF, there is
always one and only one switching. Such a behaviour results in normalizing the
power consumption of sequential elements as dual rail logic does for combina-
tional elements.

Djit. 5
o —[r CPN
L Internal Clock Tree

) 5
M <
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Detector/Generator

Fig. 2. Implementation of the secure D Flip-Flop

To go further, we also propose to add a jitter in the internal clock tree of our
D Flip-Flop to improve its robustness. The figure [l shows our internal clock tree
with a jitter. The figure in full line is a standard internal clock tree while the
dotted line shows our modifications.
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Fig. 3. clocktree with jitter of the D Flip-Flop

The jitter is composed of two inverters (Invl and Inv2) and two path gates
(Pgl and Pg2). The two path gates are controlled in phase opposition by Djit
and Djit by complementary. This signal is provided by a True Random Number
Generator (TRNG).

When the signal Djit is low, the path gate Pgl is closed and the path gate
Pg2 is opened. The jitter is desactivated and the clock tree works like a standard
clock tree (full line). When the signal Djit is high, the path gate Pgl is opened
and the path gate Pg2 is closed. The jitter is activated and the signal H goes
through the two inverters Invl and Inv2 (dotted line).

Therefore, thanks to the signal Djit, we can modulate the time delay of the
clock tree. This delay can take two distinct values, depending on the number
and the size of inverters used to generate the signal CPI; which is two or four in
our clock tree. The delay is well below the clock period. In our secure DFF, it
is about half the propagation delay between input signal H and the Q output of
a standard D Flip-Flop, that is to say between 50 ps and 100 ps for the 130 nm
technology under consideration.

The jitter has two effects on the security.

— While the attacker captures the traces of power consumption, the jitter
spreads in time and wreathes the traces.

— Because of the variation in the response time of the output of the DFF, the
consumption of first layers of gates is desynchronized.

The jitter can therefore improve the robustness of cryptosystems by reducing
leakages both in the DFF and in the first layers of gates.

3.2 Standard Characterisation

We wish to know the cost in area, consumption and timing of our secure D
Flip-Flop, compared to a D Flip-Flop without countermeasures.

Area and power consumption considerations. We estimated that the sur-
face of our secure DFF is four times bigger than that of a standard DFF. The
power consumption has been simulated. Results show it is six time bigger than
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that of a standard DFF. That can be explained by the addition of a second
master-slave stage, of the logic circuit detector/generator and of the jitter. the
latter considerably increases the power consumption. In comparison, the same
secure DFF without the jitter ability consumes three times more than a standard
DFF, due to high switching activity.

Timing Considerations. Tables [ [3, and [ give timing metric comparisons
between our secure DFF and a standard DFF for the 130 nm technology.

Table 2. Clock to Output Time

Standard DFF — 85 t0 97 ps
Secure DFF with inactive jitter — 180 to 205 ps
Secure DFF with active jitter — 296 to 317 ps

Table 3. Setup Time Table 4. Hold Time
Wa) ps 100 ps 150 ps 200 ps Wa) ps 100 ps 150 ps 200 ps
D D

46 40 46 41 25 20 -16  -11
50 ps 365 360 350 350 50ps 36 50 56 61
245 230 225 160 155 171 175 180
51 55 51 45 31 26 -21 -16
100 ps 370 360 356 354 100ps 31 46 51 55
250 238 230 225 150 155 170 175
65 61 56 61 46 31 -36 31
150 ps 375 370 3365 360 150ps 25 31 46 50
250 240 235 231 135 150 155 160
71 66 61 67 40 -36 41 -36
200 ps 385 376 367 360 200ps 21 26 41 44
201 195 180 176 130 136 150 155

Table 2 shows the clock to output (Ck to Q) time for a DFF without counter-
measures and our secure DFF with jitter active or not. Compared to a standard
DFF, the Ck to Q time for our secure DFF is two time bigger when the jitter is
inactive and three times when it is active.

Tables Bl and @ display respectively the setup and the hold times versus the
rise time of the clock and the input D of the DFF. In each box of the tables,
the first line represents the setup or the hold time for a standard DFF, the
second represents our secure DFF with inactive jitter, and the third represents
our secure DFF with active jitter.

As a result of this comparison, we may conclud that our secure DFF prevents
some acceptable timing metrics but exhibits a significant power overhead at cell.
However, this overhead remains small compared to that reported on Table [ for
a whole cryptosystem.
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3.3 Secure Characterisation

To evaluate the robustness of our DFF, we designed a Data Encryption Standard
(DES) [10] with our secure DFF using a 130nm technology.

Area and Power Consumption Considerations. We want to know the
area and power consumption overhead of our secure DFF in an algorithm like
the DES. We estimated that the surface of a DES with our secure DFF is 30%
bigger considering that of a DES with standard DFF. Results show that the
power consumption is also 22% bigger compared to a DES with standard DFF.
Once again, these values have to be compared to that of Table [l

Power Consumption Model. Figures [ and [l show the impact of our coun-
termeasure.
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Fig. 4. Power consumption model
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Fig. 5. Power consumption model of our DFF with jitter or not

Figure@shows the differences in power consumption model between a standard

DFF@ and our secure DFF@ In@, there are two distinct power consumption
models: the red line is when the DFF switches and the blue continues dash is when
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the DFF does not switch. In@ both red and blue lines are the same; the power
consumption models are identical. As shown, the addition of a second master slave
stage quasi normalise power consumption of our secure DFF.

Figure Bl shows the power consumption model of our secure DFF with jitter.
It represents the mean of several hundred power consumption traces. Compared
to Figure M we notice that the power consumption is spreaded in time due to
the effect of the jitter.

Evaluation Against Side Channel Attacks. In order to estimate the ro-
bustness of our countermeasure, we attacked a DES with our secure DFF with
three different side channel attacks. We applied a Differential Power Analysis
(DPA) [1], a Correlation Power Analysis (CPA) [11], and a Mutual Information
Analysis (MIA) [12] with a Hamming Distance (HD) model.

We designed three different DES in technologie 130 nm:

— a standard DES without any countermeasure.

— a DES with our secure DFF

— a DES with three versions of our secure DFF, each one is characterized by
a specific jitter value.

Table 5. Robustness Comparisons on SCA

DPA CPA MIA
MTD Stability MTD Stability MTD Stability
Standard DES 96 593 98 606 970 1680
DES with secure DFF 832 10502 490 2472 3512 15230

DES with 3 different secure DFF 504 39150 492 27350 2309 13223

Table Bl shows the comparison of results obtained for the three DES, respec-
tively against simulated DPA, CPA, and MIA. The traces used in these attacks
are without noise and are obtained thanks to the simulation tool NanoSim. The
Minimum Trace to Disclosure (MTD) is defined as the minimal number of traces
needed to correctly find the secret key. The stability is the number of traces re-
quired to recover the full key at least 100 consecutive times. The latter metric
suggests that the secret key is definitely broken.

According to Table[5], we can observe that the DES with our secure DFF offers
a better resistance against DPA, CPA, and MIA than the DES with standard
DFFs. Furthermore, the addition of two more DFF with different jitter consider-
ably increases the robustness on the DES against DPA and CPA. These results
highlight the importance of using DFF with different jitters in DES.

To go further, we wanted to estimate the impact of noise on the SCA results.
We added a Gaussian noise of mean zero and Variance V equal to a percentage
of the maximum peak current of the DES. We reapplied simulated DPA and
CPA. Table[@l and Table [ show the results of the attacks versus the percentage
of noise added in the traces.
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Table 6. Stability on traces with noise on DPA

% noise, V= 0,15% 1,5% 15% 30% 50%
Standard DES 605 602 1203 2032 3032
DES with secure DFF 10510 11000 15000 - -

DES with 3 different secure DFF 40000 41000 - - -

Table 7. Stability on traces with noise on CPA

% noise, V= 0,15% 1,5% 15% 30% 50%
Standard DES 637 673 853 1873 4324
DES with secure DFF 2500 3000 13000 - -

DES with 3 different secure DFF 27000 29000 - - -

According to Table [6] and Table [, we can see that the addition of noise
complicates the attacks. The attacks become ineffective on the DES with our
secure DFF when the noise reaches a certain level, 30% for the DES with our
secure DFF and 15% for the DES with 3 different secure DFF.

In completing, the element which breaks in first in the DES despite our coun-
termeasure is the first layers of gates after our secure DFF.

4 Conclusion

Security is a major concern in many applications. To offer a high level of security,
many countermeasures have been proposed and proven efficient. However, most
of them are impacted by extremely large area and power consumption overheads.
As a result, they cannot be used in low power applications such as RF tags.
Within this contrast, we proposed a secure DFF to indrease significantly the level
of security of low power and secure products. Its use implies a power overhead
of 22% only.
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