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Abstract—Our objective in this work is to synthesize dynamically consistent motion for a simulated humanoid robot in acyclic multi-contact locomotion using multi-objective control. We take as an input a planned sequence of static postures that represent the contact configuration transitions; a multi-objective controller then synthesizes the motion between these postures, the objectives of the controller being decided by a finite-state machine. Results of this approach are presented in the attached video in the form of playback motions generated through non-real-time constraint-based dynamic simulations.

I. INTRODUCTION

In our previous work [1], [2] we presented an algorithm that plans a sequence of multi-contact stances with corresponding static postures that brings a humanoid robot from an initial configuration to a desired stance/configuration. As opposed to the walking pattern generation problem, this approach is aimed at generating non-gaited acyclic motion with arbitrary contact configurations (using hands, forearms, knees, etc.). The presented algorithm was the first of a two-stage contact-before-motion planning framework. The second stage, which is the main concern of the present paper, is to synthesize a continuous motion that goes through the planned sequence of static postures. Previous approaches of the problem [3], [4] used randomized motion planning techniques (RRTs, PRMs) to plan the continuous motion. However, due to the geometric nature of such techniques, which is not suited for the integration of dynamics motion constraints in the planning, their motion was restricted to be quasi-static, meaning that static equilibrium is respected at every time of the motion. Adapting kinodynamic planning or dynamic filtering techniques [5], [6] to the output motion of these works could have been one way to overcome this limitation.

In this paper we investigate a different approach, that has both its advantages and drawbacks over the previous one. On the plus side it directly synthesizes dynamically consistent motion, for which the dynamics equation of motion is satisfied throughout the motion. The main drawback of this approach is that it does not allow for explicit formulation of collision-freeness constraint, which induces us to resort to hand-designed heuristics in order to avoid collisions. However though, the closed-loop nature of our approach makes it robust to unavoidable collision (contact) events that may occur during the generation of the motion, as these collisions are seen as perturbations “absorbed” by the feedback motion generation law.

The organization of the paper is as follows. After discussing related work (Section II) and an overview of the approach (Section III), we get to the detailed technical developments by first presenting the multi-objective controller used for a single step motion (Section IV) followed by the finite-state machine used for multiple steps motion (Section V). Finally we describe the results that appear in the attached video (Section VI).

II. RELATED WORK AND CONTRIBUTION

The method we choose is inspired by recent trend in computer graphics community, synthesizing physics-based motion of simulated characters [7], [8]. They formulate the motion generation problem as the control problem of the human character within simulation. Humanoid robotics [9], [10] as well as virtual reality communities [11] recently started using same/similar formulations in their applications.

[7], [9] use motion-capture data to generate the motion, their objective being precisely to track these data with the simulated human character or humanoid robot. Our method here does not need such data as it relies only on the information carried by the first stage of the contact-before-motion planning framework that produces the sequence of static postures. This sequence of static postures plays the same role the motion-capture data does in the other works, i.e. solving for redundancies and producing natural looking motion. Therefore one of the main original features in our method is increased autonomy of the robot. [8] also does not rely on motion-capture data, but their applications are restricted to human cyclic walking and a single upstanding posture is sufficient to solve for the said redundancies, while we are targeting more general acyclic motions.

Moreover, most of these works [7], [9], [11], [10] produce motion for the robot in a single stance, standing either on one foot or two-feet stances, without changing their contact configuration. As in [8] our method adds a finite-state machine to perform motions that go through changing contact-configuration stances, but, once again as opposed to [8], in an acyclic way.

Note, however, that although [7], [8] report computation times that reach near real-time objectives using an LCP-based simulator on the animated characters, we do not focus in this work on optimizing the computation time to be real-time since in our current implementation some real robot constraints (self-collisions and joint limits) need to be checked a posteriori, i.e. once the full motion has...
been generated, before safely executing it on the robot (cf. Section VI). This is why our method here is presented as an off-line motion generation tool in simulation rather than an on-line control one directly embedded in the real robot.

Other approaches use different formulations to control/generate motion of humanoid robot in multi-contact stances [12], [13]. The former uses a prioritized tasks hierarchy formulation but does not explicitly take into account contact constraints, the latter approach is conceptually different as it generates optimal motion through a semi-infinite optimization formulation of B-spline parametrized motion. While no time complexity analysis has been reported for [12], the approach in [13] applied to humanoid robot requires for now computation times as high as a few hours for \[12\], the approach in [13] applied to humanoid robot is why our method here is presented as an on-line control one directly embedded in the real robot. Off-line motion generation tool in simulation rather than an

III. OVERVIEW OF THE METHOD

Fig. 1 shows an overview of the proposed motion generation method. In this figure the multi-contact stances planner block [2] and the simulator block [14] are considered as black-box modules. Their implementation is not developed in this paper, which focuses on the finite-state machine and the multi-objective controller designs. \(t\) denotes the simulation time; \(q, \dot{q}\), and \(\ddot{q}\) denote respectively the configuration, configuration velocities, and configuration accelerations of the humanoid robot, which include both the actuated joints and the root \(SE(3)\) component of the robot; \(f\) denotes the aggregated vector of contact forces applied at finite contact points between the robot and the environment; and \(u\) denotes the actuator torques that control the simulated robot. \(q_s\) and \(q_g\) are the start and goal configuration input by the user. The motion parameters, also input by the user, include the step time, step height, etc. and are further detailed in the finite-state machine description section (Section V).

![Fig. 1. Overview of the motion generator](image)

At every time step of the simulation, the finite-state machine decides on the objectives to feed to the controller, which then uses a quadratic formulation that solves for the configuration accelerations, the contact forces, and the control torques. Note that the produced configuration accelerations \(\ddot{q}\) could be directly integrated to update \(q\) and \(\dot{q}\). We choose however to discard the produced \(\ddot{q}\), along with the computed contact forces \(f\), and to keep only the control \(u\) that we feed to the simulator which will in turn output a more accurate \(f\) and \(\dot{q}\) to be integrated. This approach, the same as the one chosen in [7], [8], allows for a complete decoupling of the controller and the simulator blocks, the latter can later be replaced by any other one, more accurate or faster, depending on the targeted application. In particular, replacing the simulator by the real robot can be seen as particular case, provided that adequate sensors/estimators feed us back with \(q\) and \(\dot{q}\) (especially the \(SE(3)\) components of these vectors).

IV. MULTI-OBJECTIVE CONTROLLER

The multi-objective controller minimizes a weighted sum of objectives subject to the following constraints:

- satisfy the dynamics equation of motion,
- non-sliding of the contact points,
- contact forces inside the (linearised) friction cone,
- actuation torques within their limits.

The objectives are specified in terms of tasks (the term features is alternatively used in the literature). A task is for example driving the position of an end-effector, the center of mass of the robot, the whole configuration of the robot, etc. Conflicts between different tasks are solved through a weighted formulation rather than strict prioritization. More technical details of the optimization problem formulation is found in the following subsections:

A. The Linear Constraints

Let us suppose we have a humanoid robot made of \(r\) revolute joints and \(r+1\) links indexed by \(k \in \{0, \ldots, r\}\). On each link \(k\) a set of contact forces \(f_{k,1}, \ldots, f_{k,m_k}\) are applied at the respective local-frame-expressed points \(a_{k,1}, \ldots, a_{k,m_k}\). Let \(q = (x_0, \theta_0, \dot{q}) \in \mathbb{R}^{3+4+r}\) denote the configuration vector of the humanoid robot, where \(x_0\) is the global-frame-expressed position of the root, \(\theta_0\) a parametrization of its orientation (a unit quaternion for instance), and \(\dot{q}\) the internal (actuated) joint angles vector. For each \(k\), \(J_{k,p}(p)\) denotes the \(3 \times (3+4+j)\) translational Jacobian of the link \(k\) relative to the global frame with respect to \(q\) expressed at a local-frame-expressed point \(p\).

The motion of the humanoid robot is governed by the following equation (see [15] from which we borrow the notations for details on how we derive this equation, especially for the expressions of \(M\) and \(N\), \(g\) is the gravity vector):

\[
M(q)\ddot{q} + N(q, \dot{q})\dot{q} = M(q)\begin{pmatrix} g \\ \dot{0}_4 \\ 0_4 \\ u \end{pmatrix} + \sum_{k,i} J_{k,i}(a_{k,i})^T f_{k,i},
\]

(1)

The motion is additionally subject to the following constraints, denoting \(K_{k,i}\) the Coulomb friction cone at \(a_{k,i}\),

\[
\forall k, i \quad J_{k,i}(a_{k,i}) \dot{q} = 0,
\]

(2)

\[
\forall k, i \quad f_{k,i} \in K_{k,i},
\]

(3)

\[
\forall j \quad u_{j,\text{min}} \leq u_j \leq u_{j,\text{max}}.
\]

(4)
We linearise the friction cone $K_{k,i}$ by specifying a finite set of global-frame-expressed generators \( \{v_{k,i,1}, \ldots, v_{k,i,n_k}\} \) so that each contact force \( f_{k,i} \) is a non-negative linear combination of the vectors \( v_i \):
\[
 f_{k,i} = \sum_{\mu=1}^{n_k} \lambda_{k,i,\mu} v_{k,i,\mu},
\]
\( \forall k, i, \mu \lambda_{k,i,\mu} \geq 0. \) (5)

We denote \( \lambda = (\lambda_{k,i,\mu})_{k,i,\mu} \).

By time-differentiating the constraint (2) we get
\[
 J_{k,i}(a_{k,i}) \ddot{q} + \dot{J}_{k,i}(a_{k,i}) \dot{q} = 0. \]

Let us define the parameter vector \( X = (\ddot{q}, \lambda, u) \). For clarity we denote
\[
 \alpha = \dim(\ddot{q}) = 3 + 4 + r, \quad \gamma = \dim(u) = r, \quad \beta = \dim(\lambda) = \sum_{k=0}^m \sum_{i=1}^{m_k} \zeta = \sum_{k=0}^m m_k. \quad (8)
\]

Furthermore, for a family of same-size matrices \( (Y_i)_{i \in \{1, \ldots, l\}} \), we denote the block aggregation operators
\[
 [Y_i]_{i \in \{1, \ldots, l\}} = \begin{pmatrix} Y_1 \\ \vdots \\ Y_l \end{pmatrix}, \quad [Y_i]_{i \in \{1, \ldots, l\}} = (Y_1 \ldots Y_l). \quad (10)
\]

Finally, the equation of motion (1) and constraints (4), (6), (7) take the following linear form
\[
 A_1 X = B_1, \quad A_2 X \leq B_2, \quad (11)
\]
where the matrices \( A_1, A_2 \) and the vectors \( B_1, B_2 \) are defined
\[
 A_1 = \begin{pmatrix} M(q) & \sum_{k=0}^m \sum_{i=1}^{m_k} \dot{J}_{k,i}(a_{k,i})^T v_{k,i,\mu} \lambda_{k,i,\mu} \end{pmatrix},
\]
\[
 B_1 = \begin{pmatrix} - \sum_{k=0}^m \sum_{i=1}^{m_k} \dot{J}_{k,i}(a_{k,i})^T v_{k,i,\mu} \lambda_{k,i,\mu} \\ - \sum_{k=0}^m \sum_{i=1}^{m_k} \dot{J}_{k,i}(a_{k,i})^T v_{k,i,\mu} \lambda_{k,i,\mu} \end{pmatrix},
\]
\[
 A_2 = \begin{pmatrix} 0_{3 \times 3} & 0_{3 \times \beta} \\ 0_{3 \times \beta} & 0_{3 \times r} \end{pmatrix}, \quad B_2 = \begin{pmatrix} 0_{3 \times \beta} \\ 0_{3 \times \beta} \end{pmatrix}. \quad (12)
\]

Let us now write the target function to optimize.

**B. The Quadratic Objectives**

We define a task (or feature) as a scalar or vector function \( g \) of the configuration of the robot \( g : \mathbb{R}^{3+4+r} \rightarrow \mathbb{R}^d \), where \( d \) is the dimensionality of the task. Example of such tasks include the global-frame-expression of a particular point attached to one of the robot’s links (\( d = 3 \)), the CoM of the entire robot (\( d = 3 \)), the configuration itself of the robot (\( d = 3 + 4 + r \), etc. Let \( J_g \) denote the Jacobian of the task, i.e. the \((3 + 4 + r) \times d \) matrix \( J_g(q) = \partial g / \partial q \).

As proposed in [8] we will use two kinds of objectives for the task \( g \):
- a **set-point objective**, denoted \( E_{spt,g} \), used if we wish to servo the task \( g \) around an given reference value \( g_{ref} \),
- a **target objective**, denoted \( E_{tgt,g} \), used if we wish to steer the task \( g \) from a given initial value \( (g_0, \dot{g}_0) \) to a given target final value \( (g_f, \dot{g}_f) \) in given time \( t_f \).

**The Set-point Objective**: The corresponding objective function component takes the form
\[
 E_{spt,g}(X) = \frac{1}{2} \left( \| \kappa_p (g_{ref} - g) - \kappa_v \dot{g} - \ddot{g} \|^2 + \right) = \frac{1}{2} X^T Q X + c^T X + \frac{1}{2} c^T c, \quad (13)
\]
where
\[
 Q = \begin{pmatrix} J_{g_{ref}}^T J_{g_{ref}} & 0 \\ 0 & 0 \end{pmatrix}, \quad c = \begin{pmatrix} -J_{g_{ref}}^T \kappa_p (g_{ref} - g) - \kappa_v J_g \ddot{g} \end{pmatrix}. \quad (14)
\]

\( \kappa_p \) and \( \kappa_v \) are hand-tuned gain parameters, in our applications we systematically set \( \kappa_v = 2 / \sqrt{k_p} \).

**The Target Objective**: Let \( t_0 \) denote the current time. Let \( g^i \) be the i-th scalar component of \( g \) for \( i \in \{1, \ldots, d\} \). For every such \( g^i \) our objective is to reach the specified target \((g^i_f, \dot{g}^i_f)\) at time \( t_f > t_0 \). The method proposed in [8] consists in making \( g^i \) follow a constant-jerk reference trajectory of the form
\[
 \dot{g}_{ref}^i(t) = \left( 1 - \frac{t - t_0}{t_f - t_0} \right) \phi_{i,t_0} + \frac{t - t_0}{t_f - t_0} \psi_{i,t_0}, \quad t \in [t_0, t_f] \quad (15)
\]
where \( \phi_{i,t_0} \) and \( \psi_{i,t_0} \) are coefficients determined by integrating (15) twice and writing the boundary values conditions
\[
 \left( \frac{(t_f - t_0)^3}{6} \right) \phi_{i,t_0} = \left( \frac{(t_f - t_0)^2}{2} \right) \psi_{i,t_0} = \left( g^i_f - g^i_{ref} - (t_f - t_0) \ddot{g}^i_f \right). \quad (16)
\]
Finally, back to the target objective, the corresponding objective function component will take the form
\[
 E_{tgt,g}(X) = \sum_{i=1}^d \left( \frac{1}{2} (\dot{g}_{ref}^i(t_0) - \ddot{g}^i(t_0))^2 \right) = \sum_{i=1}^d \frac{1}{2} \left( \phi_{i,t_0} - \ddot{g}^i(t_0) \right)^2,
\]
\[
 = \frac{1}{2} X^T Q X + c^T X + \frac{1}{2} c^T c, \quad (17)
\]
where, denoting \( \Phi_{t_0} = (\phi_{i,t_0})_i \),
\[
 Q = \begin{pmatrix} J_{g_{ref}}^T J_{g_{ref}} & 0 \\ 0 & 0 \end{pmatrix}, \quad c = \begin{pmatrix} -J_{g_{ref}}^T \Phi_{t_0} \ddot{g} \end{pmatrix}. \quad (18)
\]

**C. Putting it Altogether: The QP Formulation**

We suppose now that we have \( N \) objectives indexed by \( k \in \{1, \ldots, N\} \), denoted \( g_1, \ldots, g_N \). These objectives can be either set-point or target objectives, with corresponding matrices \( Q_k \) and vectors \( c_k \) as derived in the previous section. Each objective \( g_k \) is allocated a weight \( w_k \) that expresses its relative importance when conflicting with other objectives. We then denote the weighted sums
\[
 Q_{sum} = \sum_{k=1}^N w_k Q_k, \quad c_{sum} = \sum_{k=1}^N w_k c_k. \quad (19)
\]

The Quadratic Program solved by the multi-objective controller at every time step takes the final form
\[
 \min_X \frac{1}{2} X^T Q_{sum} X + c_{sum}^T X, \quad \text{subject to } A_1 X = B_1, \quad A_2 X \leq B_2. \quad (20)
\]
V. Finite-State Machine

Let us now start back from the output of the multi-contact stances planner as portrayed in Fig. 1, which is a sequence of \( n \) statically stable configurations \( (q_0, \ldots, q_{n-1}) \). Each configuration \( q_i \) is associated with a stance \( \sigma_i \); a stance being the set of contacts that the robot establishes with the environment when put in that configuration. For example when the robot stands on two feet then the corresponding stance is a set containing two contacts (one for each foot). The sequence of stances \( (\sigma_0, \ldots, \sigma_{n-1}) \) output by the planner are so-called sequentially adjacent [2], i.e. they satisfy the following condition: each stance \( \sigma_i \) either adds one contact to the previous stance \( \sigma_{i-1} \) or removes one contact from this same previous stance \( \sigma_{i-1} \). Furthermore, the sequence of configurations \( (q_0, \ldots, q_{n-1}) \) are so-called transition configurations [2], meaning that:

- when a contact has been added then the corresponding configuration \( q_i \) has to be statically stable with non-zero contact forces applied only at the contacts of the previous stance \( \sigma_{i-1} \), the contact forces applied at the newly added contact are zero,
- when a contact has been removed then the corresponding configuration \( q_i \) keeps all the contacts of the previous stance \( \sigma_{i-1} \) but the contact forces at the newly removed contact are zero.

The motion from \( q_i \) to \( q_{i+1} \) (from \( \sigma_i \) to \( \sigma_{i+1} \)) will be called step number \( i \). So the full motion will comprise \( n-1 \) steps. We define a user-input parameter \( T \) which is the desired step time. So step \( i \) starts at time \( t = iT \) and ends at time \( t = (i+1)T \). The full duration of the motion is \((n-1)T\).

When step \( i \) adds a contact then the link of the added contact (the “swing” link, generalizing the terminology of swing foot in legged locomotion) will be denoted \( s_i \) and one arbitrarily chosen point attached to this link and belonging to the contact surface is denoted \( p_i \). The global-frame-expressed position of \( p_i \) at configuration \( q_i \) (start position) is denoted \( P_{i,s} \) and the global-frame-expressed position of \( p_i \) at configuration \( q_{i+1} \) (goal position) is denoted \( P_{i,g} \).

A. Obstacle Collision Avoidance: Controlling the Swing Link

When step \( i \) is removing a contact we implicitly make the assumption that the motion from \( q_i \) to \( q_{i+1} \) (performed inside the sub-manifold of the configuration space corresponding to the stance \( \sigma_i \)) is collision-free. When step \( i \) adds a contact however, then the motion of the swing link \( s_i \) has to be more carefully controlled since there is high probability that this link collides with the target environment contact support object; e.g. when climbing stairs then the swing foot might collide with the next stair. We introduce a simple heuristic to avoid this, which consists in steering the swing point \( p_i \) through a global-frame-expressed via-point \( P_{i,v} \), defined by specifying a step height \( h \) and an intermediate time \( T_v < T \) (for example one might choose \( T_v = T/2 \)). So the motion of \( p_i \) starts from \( P_{i,s} \) at time \( t = iT \), goes through \( P_{i,v} \) at time \( t = iT + T_v \), and reaches \( P_{i,g} \) at time \( t = (i+1)T \).

Let us denote the step length \( L = \|P_{i,g} - P_{i,v}\| \). To define the via-point \( P_{i,v} \) we decompose the motion of the swing point \( p_i \) into a parallel component in the direction of the vector \( \vec{u} = (P_{i,g} - P_{i,v})/|L| \), and a normal component following the direction of the vector \( \vec{v} = \vec{u} \times (\vec{e}_z \times \vec{u}) \) (such that \( \vec{v} \) is normal to \( \vec{u} \) and in the plane defined by \( \vec{u} \) and \( \vec{e}_z \); \( \vec{e}_z \) being the upwards vertical unit vector opposite to the gravity). The via-point is finally defined as

\[
P_{i,v} = P_{i,v} + \eta L \, \vec{u} + h \, \vec{v}, \quad \eta \in [0,1].
\]  

A typical choice of the parameter \( \eta \) is \( \eta = 1/2 \). See Fig. 2.

Furthermore, we impose that the swing point \( p_i \) reaches its goal \( P_{i,g} \) at time \( t = (i+1)T \) with zero velocity, and that it reaches its via-point \( P_{i,v} \) at time \( t = iT + T_v \) with a zero \( \vec{v} \)-component (normal) velocity.

All these objectives are formulated as target objectives.

B. Keeping Balance: Controlling the CoM

The balance of the simulated robot is controlled through simple strategies, depending on whether we are adding or removing a contact. If step \( i \) adds a contact from then, following the transition configurations condition, the whole motion has to be performed by staying balanced on the initial stance \( \sigma_i \), so the objective for the CoM in this case is a set-point objective that regulates its position around its position at the start configuration \( q_i \). If step \( i \) removes a contact, then the robot has to “transfer its weight” from stance \( \sigma_i \) to stance \( \sigma_{i+1} \) in time \( T \). For this purpose a target objective is defined for the CoM to reach at time \((i+1)T \) its position computed at the goal configuration \( q_{i+1} \), with zero velocity.

C. Solving the Redundancy: Controlling the Configuration

The remaining redundancies are solved by controlling the whole configuration of the robot, with once again different strategies when adding or removing a contact. When adding a contact at step \( i \), the posture is controlled through a set-point objective with the reference posture being set at \( q_{ref} = q_i \) for the time interval \( t \in [iT, iT+T_v] \) and set at \( q_{ref} = q_{i+1} \) for the time interval \( t \in [iT+T_v, (i+1)T] \) with low stiffness \( \kappa_p \). When removing a contact then the reference configuration for the low-stiffness set-point objective is set at \( q_{ref} = q_{i+1} \) during the whole step time interval \( t \in [iT, (i+1)T] \).

D. Putting it Altogether: the FSM

As a summary of this section, Fig. 3 shows a graphical representation of the FSM. Details of the objectives are found in the previous subsections. The initial configuration of the robot at time \( t = 0 \) is \( q = q_0 = q_s \) with \( \dot{q} = 0 \).
VI. Playback Simulation Results

The video attached to this paper shows some example applications of the proposed approach. These examples are: a basic walk motion, a single stair climbing motion, a multiple stairs climbing motion, a sitting motion, a one-step walk-on-hands motion. See Fig. 4 for snapshots of this video.

A. Experimental Framework

The humanoid robot model used is HRP-2 [16] with some modifications in terms of torque limits and arm links for the walk-on-hand motion, though our implementation is transparent to the particular robot model. The simulator used is described in [14] and the multi-contact static stances planner in [2]. Collision detection between the robot and the environment is performed using the PQP proximity queries package [17], and the QP solver used for multi-objective control is the QL convex quadratic programming solver [18]. Table I gives the parameters used for these motions.

The video starts by showing elementary motions (single steps) produced by the multi-objective controller with fixed objectives. Then the five above-mentioned motions generated by coupling the multi-objective controller with the finite-state machine are sequentially played. Each of the five motions starts by first showing the output of the multi-contact stances planner used as input for that motion, i.e. the finite sequence of static postures \((q_0, \ldots, q_{n-1})\).

B. Discussion and Limitations

The motions displayed on this video have not been generated in real time. We used a time step of 1 ms for the simulator, but each iteration of the motion generator cycle took approximately 30 ms to compute on our 3GHz Pentium IV system. However, real-time on-line control is not, at this stage, the main preoccupation of our work, so no particular effort has been devoted to reducing this computation time in our prototype implementation. Still, as a motion generation tool, the method is much faster than global motion optimization techniques [13].

Another limitation that currently prevents our method from being used as such as a control tool for the real robot is the absence of self-collision checking in the simulation (walk scenario), and joint limits constraints (single stair scenario). A basic strategy to reduce self-collision occurrences and to stay within joint limits that we implemented is the introduction of repulsive torques that are activated when a joint comes too close to its limit, but this does not absolutely guarantee that the limits are not reached.

An interesting feature that appears in these motions is the robustness to collisions with the environment and to uncertainty with regard to contact locations. In particular, we can see that when climbing the stairs, the swing foot can slightly collide with the stair but the robot does not lose balance. Also, even if the contact is not precisely put at its planned position this does not prevent the motion from being successfully carried out on the stance including that contact. These remarks are encouraging in the perspective of later using the method for the control of the real robot.

There were cases however in which the collision of the swing link with the environment led to an impact from which the robot could not recover and ended up falling down. A posteriori tuning of the CoM objectives weights and gains sometimes enabled to regenerate a stable motion.

“Falling down” is what happens when the constraints of the QP (19) cannot be satisfied. This means that the robot reached a state \((q, q)\) outside of the viability kernel [19]. If we had used a prioritization approach, this would have led to either a dynamically feasible motion that breaks the contacts, or a non-dynamically-consistent motion that maintains the contacts, both cases resulting in an ill-posed QP formulation in the subsequent simulation step. This is why we did not see the necessity to use prioritized formulation, and the motion generation fails (“crashes”) in case the robot reaches such a non-viable state. Recovery strategies from these situations should be further investigated. Note however that falling down can also occur while all the constraints are satisfied,
since the CoM control strategy does not strictly quantify the "stability keeping" notion that is not well defined outside a ZMP-applicable framework (e.g. [19] for a discussion).

VII. CONCLUSION AND FUTURE WORK

We investigated a method inspired from computer graphics animation to generate simulated humanoid robot motion. This method allows the robot to benefit from full autonomy from the multi-contact planning stage to the motion generation stage, and thus the two stages of the contact-before-motion framework are achieved.

A number of issues have to be addressed to convert this motion generation tool into an on-line control tool. Most important is reaching real-time performance. Collision avoidance constraints might be included in the QP formulation by using repulsive potential field approaches.

We are also studying extendibility to problems such as object manipulation and multiple robot collaboration, as our generic multi-contact stances planner can handle these.

Another possible improvement worth investigating is to add to the framework a reduced-model planning phase that would produce more dynamic motions.

Solving these issues would make us a step closer to the longer-term pursued objective of real-time full autonomy of humanoid robots.
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