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Abstract This paper presents and analyzes a new approach

to data hiding that embeds in both the intra- and inter-

frames from the H.264/AVC video codec. Most of the current

video data hiding algorithms take into account only the intra-

frames for message embedding. This may be attributed to

the perception that inter-frames are highly compressed due

to the motion compensation, and any embedding message

inside these may adversely affect the compression efficiency

significantly. Payload of the inter-frames is also thought to

be less, compared with the intra-frames, because of the lesser

residual data. We analyze data hiding in both intra- and

inter-frames over a wide range of QP values and observe

that the payload of the inter is comparable with that of the

intra-frames. Message embedding, in only those non-zero

quantized transform coefficients (QTCs) which are above a

specific threshold, enables us to detect and extract the mes-

sage on the decoding side. There is no significant effect on

the overall bitrate and PSNR of the video bitstream because

instead of embedding message in the compressed bitstream,

we have embedded it during the encoding process by tak-

ing into account the reconstruction loop. For the non-zero

QTCs, in the case of intra-frames, we benefit from the spa-

tial masking, while in the case of inter-frames, we exploit

the motion and texture masking. We can notice that the data

hiding is done during the compression process and the pro-

posed scheme takes into account the reconstruction loop. The

proposed scheme does not target robustness and the obtained
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payload is higher, with a better trade-off in terms of quality

and bitrate, as compared with previous works.
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1 Introduction

Many multimedia applications have emerged in the last

decade thanks to the rapid growth in processing powers and

network bandwidths. The relative ease, with which digital

data can be copied or modified, necessitates its proper pro-

tection and authentication. Digital video watermarking has

emerged as an important research field to protect the copy-

righted multimedia data. Watermarking, steganography, and

more generally data hiding are used in many applications

for owner identification, copyright protection, integrity, and

metadata embedding. For a video codec, data hiding can

be carried out in either spatial or frequency domain. Data

embedded in spatial domain can be lost because of the lossy

stage of quantization. In the frequency domain, data hiding is

done normally in the QTCs. Normally, for large videos with

real-time constraints, the data hiding process is made part of

the video encoder. In this context, few specific methods have

been developed for the MPEG video standards [1,13]. The

purpose of this paper is to investigate the payload capacity of

intra- and inter-frames, since a typical video consists of an

intra followed by a trail of inters. Challenge lies in the fact

that the bitrate may rise significantly because of the message

embedding. To overcome this limitation, the message has

been embedded in only those QTCs which have a magnitude

beyond a certain threshold.
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In H.264/AVC video codec, both the intra- and inter-

predictions should be taken into account by embedding the

hidden message inside the reconstruction loop. It is crucial,

especially while streaming over heterogeneous networks, to

keep the bitrate intact. Hence, bitrate escalation, due to the

message embedding, must be taken into account by the rate

distortion module.

The rest of the paper is organized as follows. In Sect. 2,

first, we present the H.264/AVC video codec, with its inte-

ger transform (IT) and the quantization process, followed

by an overview of the previous watermarking and data hid-

ing techniques related to this video standard. We present, in

Sect. 3, the proposed method by elaborating its embedding

and extraction steps while taking into account the reconstruc-

tion loop. Sect. 4 contains the experimental results and a

performance analysis of both intra- and inter-frames after

embedding in more than one least significant bits (LSBs). In

the said section, we also present a comparison of message

embedding in a given video bitstream inside and outside the

reconstruction loop. Finally, in Sect. 5, we present some con-

cluding remarks about the proposed method.

2 H.264/AVC data hiding, challenges and prospects

Since significant changes have been incorporated in the

H.264/AVC standard as compared to the previous video cod-

ing standards. An overview of H.264/AVC, with an empha-

sis on transform and quantization, is presented in Sect. 2.1.

It is followed, in Sect. 2.2, by an overview of the previous

watermarking and data hiding techniques already proposed

in the literature for H.264/AVC. We have used capital letters

to represent matrices e.g., A, Y, W and small letters along

with index to represent the elements of matrices e.g., x(i, j)

represents j th element in i th row of matrix X .

2.1 Overview of H.264/AVC

The H.264/AVC standard [12] has some additional features

as compared to previous video standards. The baseline stan-

dard has a 4 × 4 transform in contrast to 8 × 8 transform

of the previous standards. DCT transform has been replaced

by the integer transform (IT), which can be implemented

by just additions and shifts in 16-bit arithmetic without any

multiplication and hence requires lesser number of compu-

tations. The H.264/AVC codec uses a uniform scalar quanti-

zation. For inter-frame, H.264/AVC supports variable block

size motion estimation, quarter pixel accuracy, multiple refer-

ence frames, improved skipped, and direct motion inference.

For intra-frame, it offers additional spatial prediction modes.

All these additional features of H.264/AVC are aimed at out-

performing the previous video coding standards [36]. The

block diagram of H.264/AVC is shown in Fig. 1.

The 4 × 4 IT has two main advantages. Firstly, it can

be exhaustively implemented with simple 16-bit additions

and shifts. Secondly, in contrast to floating point arithmetic,

which gives different results on different platforms, there is

no problem of mismatch on the encoder and decoder side for

the integer arithmetic. A macro-block (MB) is divided into

16 blocks of 4 × 4 pixels which are processed one by one.

In the intra-mode, H.264/AVC has three alternatives,

namely, Intra_4 × 4, Intra_16 × 16, and I _PCM. In

Intra_16 × 16 mode, Hadamard transform is additionally

employed to encode the DC coefficients. In the Intra_16×16

mode, the entire MB is predicted from top and left neighbor-

ing pixels and has 4 modes namely horizontal, vertical, DC,

and plane modes. In the Intra_4 × 4 mode, each 4 × 4 luma

block is predicted from top and left pixels of the reconstructed

4×4 neighbors. This alternative has nine different prediction

modes. The I _PCM mode is used to limit the maximum size

of the encoded block and is directly entropy encoded by skip-

ping the transform and quantization stages. The scanning of

these 4 × 4 blocks, inside MB, is not in a raster scan fashion,

as illustrated with the help of numbers in Fig. 2. In the case

of Intra_16×16 mode, Hadamard transform coefficients are

sent first.

Transform and quantization process are embedded with

each other to save the processing power and to avoid

multiplications. Let a 4 × 4 block is defined as X =

{x(i, j)|i, jǫ{0, 3}} as shown in Fig. 1. x(i, j) is predicted

from its neighboring blocks, and we get the residual block:

e(i, j) = P(x(i, j), b1(i, j), b2(i, j), b3(i, j), b4(i, j)),

(1)

where bk(i, j) are the pixels from the reconstructed top

and left blocks from intra-prediction, and P(.) is the pre-

diction function. For example, for a vertical prediction

mode, the prediction will be performed from top block as

P(x, a, b, c, d) = x − a, where a is the reconstructed block

at top. From [25], the forward and inverse IT 4 × 4 matrices

(A, Ainv) are as follows:

A =









1 1 1 1/2

1 1/2 −1 −1

1 −1/2 −1 1

1 −2 2 −1









Ainv =









1 1 1 1

2 1 −1 −2

1 −1 −1 1

1 −2 1 −1/2









.

(2)

The residual block E is then transformed using the following

equation:

Y = AE AT , (3)

where E = {e(i, j)|i, jǫ{0, 3}} is in the spatial domain, and

Y = {y(i, j)|i, jǫ{0, 3}} is in the frequency domain. Scalar

multiplication and quantization are defined as:
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Fig. 1 Detailed block diagram explaining the prediction, the transform and the quantization steps in the H.264/AVC

Fig. 2 Order of transmission of the luma and the chroma I ntra_4 × 4

blocks inside MB

ŷ(u, v) = sign{y(u, v)}[(| y(u, v) | ×Aq(u, v)

+Fq(u, v) × 215+Eq(u,v))/2(15+Eq(u,v))], (4)

where ŷ(u, v) is a QTC, Aq(u, v) is the value from the 4×4

quantization matrix, and Eq(u, v) is the shifting value from

the shifting matrix. Both Aq(u, v) and Eq(u, v) are indexed

by QP. Fq(u, v) is the rounding off factor from the quantiza-

tion rounding of factor matrix. This ŷ(u, v) is entropy coded

and sent to the decoder side.

On the decoder side, inverse quantization is carried out

according to the expression:

y′(u, v) = {[(ŷ(u, v) × (Bq(u, v) × 24)) × 2Eq(u,v)] + 23}/24,

where Bq(u, v) and Eq(u, v) are the values from the inverse

4 × 4 quantization matrix and the shifting factor, respec-

tively. y′(u, v) is then inverse transformed to get E ′ =

(AinvY ′ AT
inv+25)/26. The decoded residual signal e′(i, j) is

then added to the predicted signal to reconstruct the original

signal back.

2.2 Previous work on video watermarking and data hiding

Many digital watermarking and data hiding schemes have

been proposed in the literature for both image and video

data. Data hiding methods can be classified into three broad

categories namely robust [6,20,33,38,39], semi-fragile [14]

and fragile [22]. Different watermarking and data hiding

techniques offer various combinations of rate, distortion,

and robustness. For each application, a particular water-

mark algorithm can be selected depending on its require-

ments. For example, applications for copyright protection

would require using a robust watermark, while applications

for proving integrity would employ a fragile or semi-fragile

watermark.

As far as standard video codecs are concerned, five encod-

ing stages can be identified where embedding can take place,

namely the pre-compression stage, the video codec structure,

the transform stage, the quantization step, and the bitstream

as illustrated in Fig. 3. The embedding is primarily moti-

vated by the goal of integrating data hiding and compression

to reduce overall real-time video processing complexity.

In the pre-compression stage, marked as stage 1 in Fig. 3,

message embedding is performed before the compression

process [5,8,9,15,23,26]. Embedding can be performed

either in the pixel domain or in some transform domain e.g.,

DCT, DFT, DWT. Temporal aspect of the video can also be

exploited for watermark embedding by taking into account

multiple frames at the same time [3,30]. In spatial domain,

LSB modification is a very simple method to embed hidden

message into the cover object [17]. This method may survive

against attacks such as cropping but any addition of noise or

lossy compression is likely to defeat the message extraction.

In [17], a method has been proposed to use PRNG to decide

the pixels for LSB substitution. This may improve the secu-

rity but still vulnerable to the substitution of the LSB(s) with

a constant value. LSB modification may be imperceptible but

statistically still discernible. In [2], an upper bound for the

LSB payload has been defined so that it remains statistically

invisible.

In [4], the transform domain has been employed for LSB

embedding. Here, the signature image is first quantized using

vector quantization in order to hide larger message. The bit-

by-bit message is then directly embedded into LSB of DCT

coefficients of the image. Using the embedding replicate of
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Fig. 3 Classification of the watermarking schemes on the basis of the working domain: 1 pre-compression, 2 video codec structure, 3 transform

domain, 4 Quantized transform domain, 5 bitstream

the message provides further robustness against the signal

processing attacks.

In [31], Pröfrock et al. have presented a watermark-

ing technique in the spatial domain, which is robust to

H.264/AVC video compression. Hidden message is embed-

ded in the perceptually significant parts of the video in an

imperceptible manner, by changing the spatial position of

the object borders. Borders are defined by new normed cen-

ter of gravity (NCG). Influence of lossy compression on

NCGs is predicted, and watermark is embedded with enough

robustness to compensate the lossy compression. A geomet-

ric warping process is proposed to quantize the NCG and

embeds the watermark payload with a defined robustness.

Xie et al. [39] have also proposed robust watermarking based

on the on-off keying scheme which uses the DWT transform

to embed the watermark.

The video codec structure is the second candidate domain

for data hiding. Some researchers have proposed to embed the

message in motion vectors [7,32]. In [21], Li et al. propose to

perform robust watermarking for H.264/AVC by embedding

the hidden message in a new syntax element named refer-

ence index. They also modify the current block to improve

the robustness of the scheme by a geometric method with

the least degradation in the video quality. These video water-

marking techniques are vulnerable to re-encoding and con-

version to other video codecs.

Hidden message can also be embedded in the transformed

coefficients before quantization, as proposed by Golikeri

et al. [10]. This kind of approach is illustrated by stage 3

in Fig. 3. They have used the visual models, developed by

Watson [35], to choose the coefficients to be watermarked

based on their frequency sensitivity, luminance masking, and

contrast masking.

Some researchers have proposed algorithms to embed hid-

den message in the QTCs of H.264/AVC, as shown by stage 4

in Fig. 3. For example, Noorkami and Merserau [29] have

presented a technique to embed message in both intra- and

inter-frames in all the non-zero QTCs. They claim that visual

quality of inter-frames is not compromised even if we embed

message in all the non-zero QTCs. Owing to the embedding

of the message, only in the non-zero QTCs, their method

does not affect the compression efficiency of the run-length

coding. The performance of context-based adaptive vari-

able length coding (CAVLC), however, gets affected, and

as a result, a controlled increase in the bitrate is eventually

observed, since there are a lot of QTCs whose magnitude

is 1 and CAVLC encodes trailing ones (T1’s) separately. In

[11], Gong and Lu embedded watermarks in the H.264/AVC

video by modifying the quantized DC coefficients in the luma

residual blocks. To increase the robustness while maintaining

the perceptual quality of the video, a texture-masking-based

perceptual model is used to adaptively choose the water-

mark strength for each block. To eliminate the effects of

drift, a drift compensation algorithm is proposed which adds

the drift compensation signal before embedding the water-

mark bit.

To avoid processing intensive decoding followed by

re-encoding along with watermarking, some methods have

suggested embedding the message into the compressed bit-

stream [18,24,27,28,40]. Kim et al. [18] suggest to hide

the message in the sign bit of the trailing ones in CAVLC

of H.264/AVC. Bitrate of the watermarked video remains

exactly the same with the resultant PSNR greater than 43 dB.

In [27], authentication of the H.264/AVC is performed by the

direct watermarking of CAVLC codes. Zou and Bloom [40]

have proposed to perform direct replacement of CAVLC.

Kapotas et al. [16] have presented a data hiding method in

H.264 streams for fragile watermarking. It takes advantage

of the different block sizes used by the H.264 encoder during

the inter-prediction stage, in order to hide the desired data.
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The message can be extracted directly from the encoded

stream without any need of the original host video. This

approach can be mainly used for content-based authentica-

tion. Such algorithms face two major limitations. First, pay-

load of such algorithms is very low—of the order of a few

bytes per second [13]. Second, there is a continuous drift that

degrades the visual quality significantly.

3 The proposed algorithm

In this paper, we have used LSB modification approach in

the DCT domain and the hidden message is not embedded in

all the non-zero QTCs. Rather, we have embedded the mes-

sage in only those QTCs which are above a certain threshold.

The threshold value depends on the number of message bits

being embedded. This offers two advantages. First, it makes

it possible to extract the message on the decoder side. Second,

it does not affect the compression efficiency of the entropy

coding engine significantly. We have not targeted robustness

here. Rather, we have demonstrated the high payload capa-

bility of the proposed scheme which is very high as compared

with other schemes. Hence, the proposed scheme can be used

in application where robustness is not required, e.g., broad-

casting and hiding of metadata.

In H.264/AVC, intra-prediction is performed in the spatial

domain. Hence, even for the intra-mode, the transform is per-

formed on prediction residuals. In contrast to previous meth-

ods, which embed hidden message in the DC coefficients,

we have embedded the message in all those non-zeros QTCs

having magnitude above a certain threshold, with the excep-

tion of the DC coefficients. Our algorithm is not robust but

has a very high payload. For I ntra_4×4 mode, we have not

embedded message in the DC QTCs, while for I ntra_16×16

mode, we have not modified the Hadamard transform coeffi-

cients either, since DC QTCs contain most of the energy and

embedding message in these may affect the video quality

and the bitrate significantly. We have embedded the mes-

sage in the LSBs of QTCs keeping in view the following

points:

– QTC, which we want to use for data hiding, should be

non-zero. If a QTC with zero magnitude becomes non-

zero in the course of embedding, it will highly affect the

compression efficiency of run-length encoding.

– QTC to be used for data hiding should be preferably

greater than 1 because there are many QTC, with mag-

nitude ‘1’ and in CAVLC, they are also encoded as T1’s.

Thus, changing of number of T1’s will affect the com-

pression efficiency of CAVLC.

– Finally, the message is embedded in such a fashion that

it can be completely extracted on the decoder side.

3.1 The watermark embedding

The embedding process is performed on QTCs of Eq. 4 as:

ŷw(u, v) = f (ŷ(u, v), M, [K ]), (5)

where f () is the data hiding process, M is the hidden message

and K is an optional key.

3.1.1 Analysis of embedding after the encoding loop

Message embedding can be done in QTC before the entropy

coding, as shown in Fig. 4. It is analogous to embedding

the message in a compressed bitstream. This includes two

data hiding approaches. The first approach embeds the mes-

sage in the VLC domain, and the bitstream needs only be

entropy decoded to use this approach e.g., as proposed by

Lu et al. [24]. Another approach embeds the message in

DCT domain, and for this approach, bitstream has to be

entropy decoded and inverse quantized. An example of this

approach is differential energy watermarking scheme pro-

posed by Langelaar et al. [19].

Embedding the message after the reconstruction loop cre-

ates two problems. Firstly, we start reconstruction on the

encoder side with QTC ŷ(u, v), while on the decoder side

we start decoding with watermarked QTC ŷw(u, v). This may

result in a mismatch on the decoder side, which may keep

on increasing because of the prediction process. Because of

this mismatch, the difference in PSNR may be considerable,

even for intra-frames, let alone the inter-frames. Secondly,

the rate distortion (RD) bit allocation algorithm works in the

quantization module, and any change in bitrate/quality trade-

off, because of the watermarking of QTCs, is not taken into

account.

3.1.2 Embedding within the encoding loop

To solve both the aforementioned problems, message embed-

ding should be performed inside the reconstruction loop as

shown in Fig. 5. In this case, we have the same watermarked

QTC ŷw(u, v) on both encoder and decoder side for pre-

diction, and the RD bit allocation algorithm is working on

ŷw(u, v) for both intra- and inter-frames. In the next section,

we present the data embedding while taking into account the

reconstruction loop.

3.2 Hidden message—aware rate distortion

Many encoding parameters, like the prediction modes, the

quantization parameter (QP) value and the motion vectors are

adjusted in the encoding process based on the video content

and the required quality. Since a video data are very diverse in

nature, both spatially and temporally, these parameters vary

from scene to scene. The bit allocation algorithms are used to
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Fig. 4 Block diagram of the H.264/AVC along with the data hiding module outside the reconstruction loop

Fig. 5 The proposed data hiding method inside the reconstruction loop

find the best-suited values of these parameters to achieve the

trade-off between bitrate and quality. For RD, the Lagrang-

ian bit allocation is widely used owing to its simplicity and

effectiveness. The simplified Lagrangian cost function is J =

D +λR, where J represents the cost of encoding for a given

MB, D is the distortion, λ is the Lagrangian parameter, which

depends on the QP value, and R is the number of bits to

encode a MB. In H.264/AVC, several modes are supported

to encode a MB as intra or inter, as shown in Fig. 6. To obtain

the cost J , for a specific prediction mode P , we first predict

the MB for that mode to get the residual E . We then apply IT

on the residual E , followed by quantization with some QP

value, to get the QTCs which are then entropy coded. The

number of bits, R, consists of MB header bits and data bits.

The residual is, then, reconstructed by performing inverse

quantization and inverse IT to give the reconstructed residual

E ′. Generally, the distortion, D, may be the sum of absolute

differences (SAD), the sum of squared differences (SSD), or

the sum of absolute transformed differences (SATD) between

E and E ′. Thus, we end up with the cost J for encoding this

MB in the prediction mode, P . In a similar fashion, we find

the cost J for all other prediction modes. The mode which

yields the minimum cost is selected as the RD optimized

mode for this MB.

Embedding a message in a video bitstream affects quality

of the picture. It also affects the bitrate because this frame is

used for the prediction after the reconstruction. Hence, RD

optimization should take into account the embedding of the

hidden message in QTCs in order to select the best predic-

tion mode. In this case, simplified Lagrangian cost function

is Jw = Dw + λRw, for finding the cost for a specific pre-

diction mode. QTCs are first watermarked to get QT Cw,

which are then entropy coded to find the number of bits Rw to

encode MB and reconstructed to measure the distortion Dw.

By moving the message-embedding process to the inside of

the reconstruction loop constitutes the best suitable mode for

the watermarked blocks.

3.3 The embedding strategy

For message embedding in the video bitstream, we developed

a strategy to embed message in the 1 LSB, 2 LSBs, or ‘1 & 2’

LSBs together. For the n LSB mode, the hidden message is

embedded in a QTC in n LSBs if its magnitude is greater than

2n − 1. Owing to this threshold, detection and extraction of

the message are performed on the decoder side. Algorithm 1

describes the embedding of 1 watermark bit (WMBit) in the

LSB of |QT C |. Here, the threshold value is 1. If |QT C |

is less than or equal to 1, it will remain unchanged. For

|QT C | ≥ 2, output will either be the same or will get mod-

ified by ±1, depending on whether the WMBit is ‘0’ or ‘1’.
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(a)

(b)

Fig. 6 Different prediction modes in the H.264/AVC for: a the intra-

MBs b the inter-MBs

In this case, we have a 50% probability that the coefficient

will remain unchanged even after being watermarked.

Algorithm 1 The embedding strategy in the 1 LSB.

1: if |QT C | > 1 then

2: |QT Cw| ← |QT C | − |QT C | mod 2 + W M Bit

3: end if

4: end

Similarly, Algorithm 2 outlines the embedding of 2 bits

in 2 LSBs of a QTC. By keeping the threshold more than

‘3’, we can extract the hidden message on the decoder side

successfully. QT C will remain unchanged if |QT C | < 4,

otherwise it will get modified depending on whether WMBits

are ‘00’, ‘01’, ‘10’, or ‘11’. In this case, we have only 0.25

probability that the coefficient will remain unchanged even

after being watermarked.

Algorithm 2 The embedding strategy in the 2 LSBs.

1: if |QT C | > 3 then

2: |QT Cw| ← |QT C | − |QT C | mod 4 + W M Bits

3: end if

4: end

We can also perform a ‘1 & 2’ LSBs embedding together.

In this case, we embed message in 0, ‘1 & 2’ LSBs depend-

ing on value of |QT C |, as shown in Algorithm 3. So we

embed 2 WMBits if |QT C | is high enough or 1 WMBit if

|QT C | > 1.

Algorithm 3 The embedding strategy in the ‘1 & 2’ LSBs.

1: if |QT C | > 3 then

2: |QT Cw| ← |QT C | − |QT C | mod 4 + W M Bits

3: else

4: if |QT C | > 1 then

5: |QT Cw| ← |QT C | − |QT C | mod 2 + W M Bit

6: end if

7: end if

8: end

3.4 The hidden message extraction

During the extraction process, we can extract the message

from the watermarked QTCs as follows:

M = g(ŷw(u, v), [K ]), (6)

where g() is the data hiding detection/extraction process,

ŷw(u, v) is the watermarked QTC, and K an optional key

required for extraction. When using ‘1 & 2’ LSBs watermark

extraction, g() can be given as shown in Algorithm 4.

Algorithm 4 The extraction strategy using the ‘1 & 2’ LSBs.

1: if |QT C | > 3 then

2: W M Bits ← |QT Cw| mod 4

3: else

4: if |QT C | > 1 then

5: W M Bit ← |QT Cw| mod 2

6: end if

7: end if

8: end

4 Experimental results

For experimental simulations, we have used the reference

implementation of H.2641 and applied our method on 150

frames of each of the nine selected standard video sequences

1 We have used reference software JSVM 10.2 in AVC mode.
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in the CIF format. Each of them represents different com-

binations of motion (fast/slow and pan/zoom/rotation), color

(bright/dull), contrast (high/low), and objects (vehicle, build-

ings, people). The video sequences ‘bus’, ‘city’, and ‘fore-

man’ contain camera motion, while ‘football’ and ‘soccer’

contain camera panning and zooming along with object

motion and texture in the background. The video sequences

‘harbor’ and ‘ice’ contain high luminance images with

smooth motion. ‘Mobile’ sequence contains a still complex

background and motion in the foreground. In case of the

intra- and inter-sequences, intra-period has been set to 15

for all the simulations. In these simulations, the hidden mes-

sage, being embedded, is of noise type and has been generated

using a pseudorandom number generator.

Peak signal to noise ratio (PSNR) is a widely used objec-

tive video quality metric. However, it does not perfectly cor-

relate with a perceived visual quality due to the non-linear

behavior of the human visual system (HVS). Structural simi-

larity index (SSIM) [34] takes into account the structural dis-

tortion measurement, since the HVS is highly specialized in

extracting the structural information from the viewing field.

SSIM has a better correlation to the subjective impression.

SSIM ranges from −1 to 1. SSIM is 1 when both the images

are the same. To present the visual comparison of original

and watermarked video sequences, both PSNR and SSIM

values are presented.

The detailed results for both intra- and inter-frames are

explained in Sects. 4.1 and 4.2, respectively. They also con-

tain the comparison of our scheme with: (1) the outside loop

embedding and (2) the message embedding in LSBs of all

the QTCs. A comparative analysis of our proposed method

with other recent techniques has been presented in Sect. 4.3.

4.1 Analysis of intra-frames

In intra-frames, non-zero QTCs are present in those parts

which contain texture and edges. These are the spatial mask-

ing areas, and the hidden message is naturally embedded in

these areas of intra-frames. To analyze the effect of mes-

sage embedding on payload, bitrate and PSNR, the video

sequences have been encoded at QP values of 18 and 36.

Figure 7a, b illustrate the payload for each intra-frame in

the foreman for the QP values of 18 and 36 for all of the three

data hiding modes, namely the 1 LSB, the 2 LSBs and the 1 &

2 LSBs. At a QP value of 18, we have a large number of QTCs

which can be watermarked and hence payload is high for all

the modes. At a QP value of 36, we have an adequate number

of QTCs for the 1 LSB mode and hence enough number of

WMBits to embed. But the payload for the 2 LSBs mode

is, however, lower since fewer QTCs have magnitudes above

the threshold for this mode. Figure 8a, b show the effect of

message embedding on the bitrate. Owing to the fact that we

have neither modified the QTCs with magnitude ‘0’ and T1’s,

Fig. 7 Analysis of the payload capability for the hidden message

embedding of the intra-frames in foreman for the QP value of: a 18

b 36

the bitrate has increased only slightly. This increase in bitrate

is due to two reasons. One, watermarked reconstructed QTCs

are used for the prediction of the future MBs, which results

in more residuals and hence increase in the bitrate. Two, the

absolute value of QTCs increases gradually in the inverse

scan order, and the entropy coding is designed for this distri-

bution. After the WMBit embedding, this order may get dis-

turbed and depends on the WMBits being embedded. With

the embedding of the WMBits, the QTCs are modified and

hence there is a decrease in the PSNR as shown in Fig. 9a,

b. At the QP value of 18, higher number of coefficients are

watermarked and hence a greater reduction in the PSNR is

observed. While at the QP value of ‘36’, we have lesser QTCs

to be watermarked, hence less degradation in the quality is

observed. At the QP value of 36, few QTCs have magni-

tude above threshold, for the 2 LSBs embedding, and very

few WMBits can be embedded in this mode. But we have

adequate number of QTCs with magnitude greater than 1,
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(a)

(b)

Fig. 8 Analysis of the bitrate variation for the hidden message embed-

ding of the intra-frames in foreman for the QP values of: a 18 b 36

resulting in enough number of WMBits embedded for this

mode. Table 1 contains the payload, bitrate, and PSNR anal-

ysis for the foreman and the football sequences at the QP

values of 18 and 36. For the 1 & 2 LSBs mode, with the QP

(a)

(b)

Fig. 9 Analysis of the change in PSNR for the hidden message embed-

ding of the intra-frames foreman for the QP values of: a 18 b 36

value of 18, the increase in the bitrate is 3.34 and 5.68%, the

payload equals to 312.10 and 396.80 kbps, and the decrease

in the PSNR is 1.95 and 2.03 dB for the foreman and the

football, respectively.

Table 1 Results for the intra for the foreman and the football sequences

QP Hiding mode (LSBs) Foreman Football

Payload (kbps) Bitrate (kbps) PSNR (dB) Payload (kbps) Bitrate (kbps) PSNR (dB)

0 0 4504 44.88 0 4730 45.32

18 1 234.38 4622 43.80 293.88 4928 44.13

2 140.13 4600 43.61 188.23 4920 43.99

1&2 312.10 4654 42.93 396.80 4999 43.29

0 0.00 603.2 32.63 0.00 750.1 32.52

36 1 5.15 609.6 32.54 8.26 759.9 32.40

2 0.30 603.2 32.61 0.84 752.5 32.50

1&2 5.35 609.6 32.53 8.73 760.4 32.39
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Table 2 Comparison of the bitrate, the payload and the PSNR at the QP 18 for the data hiding embedding inside and outside the reconstruction

loop for the intra sequence with the 1&2 LSBs mode

Seq. Orig LSB-inside Loop (Proposed method) LSB-outside Loop

PSNR (dB) Bitrate PSNR (dB) Bitrate Payload PSNR (dB) Bitrate Payload

(SSIM) (mbps) (SSIM) (mbps) (kbps) (SSIM) (mbps) (kbps)

Bus 44.52 6.90 40.43 7.32 856.00 24.35 6.93 891.93

(0.9932) (0.9897) (0.9232)

City 44.52 6.07 41.66 6.33 611.36 24.91 6.10 640.82

(0.9921) (0.9881) (0.9306)

Crew 45.22 4.34 43.80 4.48 290.64 27.72 4.37 305.74

(0.9883) (0.9864) (0.9412)

Football 45.32 4.62 43.29 4.88 396.80 27.54 4.64 435.15

(0.9901) (0.9877) (0.9464)

Foreman 44.88 4.40 42.93 4.55 312.10 24.54 4.43 315.49

(0.9872) (0.9851) (0.9432)

Harbour 44.30 7.20 40.38 7.70 895.74 22.22 7.22 937.46

(0.9967) (0.9935) (0.9386)

Ice 47.29 2.25 45.08 2.34 197.28 29.34 2.26 194.80

(0.9898) (0.9886) (0.9588)

Mobile 44.59 10.38 41.07 10.63 895.74 22.85 10.38 1640.64

(0.9958) (0.9930) (0.9369)

Soccer 45.19 4.42 43.29 4.68 373.39 26.81 4.45 410.98

(0.9889) (0.9860) (0.9434)

Avg. 45.09 5.62 42.44 5.88 536.56 25.59 5.64 641.45

(0.9913) (0.9887) (0.9403)

Table 2 shows the SSIM/PSNR, bitrate, and payload

trade-off of our scheme for the intra-sequences of all the

benchmark video sequences at the QP value of 18. It also con-

tains a comparison with the embedding after the reconstruc-

tion loop. For our algorithm, decrease in the SSIM/PSNR is

0.0026/2.65 dB, whereas it is 0.0510/19.5 dB for embedding

after the encoding loop, on the average (Fig 10).

For a subjective quality comparison, Fig. 11 contains

frame # 0 of the foreman and the football sequences. Artifacts

can be observed in the intra-frame because of the message

embedding after the encoding loop. Ghost artifacts are encir-

cled red in these video frames. For flat regions, a change in

luminance can also be observed in the video frames. These

artifacts are because of the spatial prediction from the top

and the left blocks. If the encoding loop is not taken into

account, during the embedding process, a drift or ‘increasing

error’ will be created between the encoder and the decoder

and different values will be used for the prediction on the

encoder and the decoder side. Hence, distortion will increase

gradually from the top-left corner to the bottom-right corner

of the image.

To show the efficiency of the QTC selection criteria of

our scheme, we have compared it with a naive data hiding in

LSBs of all the QTCs, while taking into account the recon-

Fig. 10 SSIM of proposed scheme with: 1 the embedding outside the

reconstruction loop, 2 the naive embedding in all the QTCs for the

intra-frames for the foreman sequence at the QP value 18

struction loop. Figure 12 shows the frame # 0 of the foreman

and the football. In contrast to our algorithm, one can note the

noise artifacts in the frames in which message embedding is

performed in all the QTCs using the naive 1 LSB and 2 LSBs
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Fig. 11 Artifacts created in intra due to outside loop data hiding

embedding with the 1&2 LSBs mode with the QP 18 for the frame

# 0 of foreman and football

embeddings. This noise is due to the introduction of new fre-

quencies as a result of the conversion of the zero QTCs to

non-zeros. Table 3 shows the SSIM/PSNR, bitrate, and pay-

load analysis for the naive 1 LSB and 2 LSBs embeddings. We

have compared it with the 1&2 LSBs mode of our algorithm,

Fig. 12 Visual comparison of the 1&2 LSBs mode with the 1 LSB and

the 2 LSBs embedding in all the QTCs for the intra-frame # 0 for the

QP value of 18

which has the highest trade-offs in terms of the SSIM/PSNR

and the bitrate. When the skip-mode is off, the payload for

the CIF resolution at 25 fps will be 3712.5 and 7425 kbps

for naive 1 LSB and 2 LSBs embeddings, respectively. One

can note that the decrease in the SSIM/PSNR for the 1&2

Table 3 Comparison of the bitrate and the PSNR of our scheme with the data hiding embedding in all the QTCs for the intra sequence at the

QP 18

Seq. Orig 1&2 LSBs mode (Our method) 1 LSB-all NZs 2 LSBs-all NZs

PSNR (dB) Bitrate PSNR (dB) Bitrate Payload PSNR (dB) Bitrate PSNR Bitrate

(SSIM) (mbps) (SSIM) (mbps) (kbps) (SSIM) (mbps) (dB) (mbps)

Bus 44.52 6.90 40.43 7.32 856.00 38.87 9.55 32.71 12.67

(0.9932) (0.9897) (0.9760) (0.9087)

City 44.52 6.07 41.66 6.33 611.36 38.99 8.74 32.74 11.92

(0.9921) (0.9881) (0.9723) (0.8935)

Crew 45.22 4.34 43.8 4.48 290.64 39.53 7.61 32.73 11.34

(0.9883) (0.9864) (0.9564) (0.8257)

Football 45.32 4.62 43.29 4.88 396.80 39.44 8.01 32.69 11.61

(0.9901) (0.9877) (0.9615) (0.8432)

Foreman 44.88 4.40 42.93 4.55 312.10 39.39 7.59 32.76 11.41

(0.9872) (0.9852) (0.9545) (0.8253)

Harbour 44.3 7.20 40.38 7.70 895.74 38.68 9.81 32.72 12.94

(0.9967) (0.9935) (0.9880) (0.9531)

Ice 47.29 2.25 45.08 2.34 197.28 39.78 6.71 32.53 11.00

(0.9898) (0.9886) (0.9312) (0.7258)

Mobile 44.59 10.38 41.07 10.63 895.74 38.63 12.20 32.47 14.31

(0.9958) (0.9930) (0.9820) (0.9302)

Soccer 45.19 4.42 43.29 4.68 373.39 39.3 7.85 32.70 11.41

(0.9890) (0.9860) (0.9564) (0.8305)

Avg. 45.09 5.62 42.44 5.88 536.56 39.18 8.68 32.67 12.07

(0.9913) (0.9887) (0.9642) (0.8596)

The reconstruction loop has been taken into account for the data hiding embedding in all the QTCs
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Fig. 13 Analysis of the data hiding for the intra-frames for all the nine

benchmark video sequences over the whole range of the QP values for:

a the bitrate, b the PSNR, c the payload. The standard deviation of the

payload for all the QP values is also shown

LSBs mode of our algorithm is 0.0026/2.65 dB, in contrast

to the naive versions where it is 0.0271/5.91 dB for the naive

1 LSB embedding and 0.1307/12.42 dB for the naive 2 LSBs

embedding for all the benchmark sequences. Increase in the

bitrate is 4.6% for our algorithm, in comparison with 54.44

and 114.76% for the naive 1 LSB and the 2 LSBs modifica-

tions, respectively. Hence, the trade-offs for the SSIM/PSNR

and the bitrate are so high that the naive LSB embeddings

Fig. 14 Analysis of the payload capability for the message embedding

of the intra- & inter-frames for foreman for the QP values: a 18 b 36

cannot be used in practical applications. A framewise SSIM

comparison of our scheme has been presented in Fig. 10 with

the outside loop embedding and embedding in all the QTCs.

One can note that visual quality of the proposed scheme is

consistently preserved for the intra-sequence.

4.1.1 Analysis over a whole range of QP values for the

intra-frames

The results of our data hiding algorithm over a whole range

of QP values—18, 24, 30, 36, 42, and 48—have been demon-

strated in Fig. 13 for all the nine video sequences. Figure 13a

illustrates the change in the bitrate over the whole range for

1 LSB, 2 LSBs, and 1 & 2 LSBs. Figure 13b shows the PSNR

while Fig. 13c illustrates the payload capacity at various QP

values. The PSNR graph is linear, and from the QP value of

36 onward, there is no considerable degradation in the qual-

ity. It is important to note that unlike the PSNR, bitrate and
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Fig. 15 Analysis of the change in bitrate for the message embedding

of the intra- & inter-frames for foreman for the QP values: a 18 b 36

payload graphs are non-linear. The reason is that the quanti-

zation value is an exponential function of the QP value and

PSNR is a logarithmic measure.

4.2 Analysis of the inter-frames

The inter-frames contain both intra- and inter-MBs. The pre-

diction is performed from the preceding video frames in the

case of inter-MBs, and from the top and the left blocks in the

case of intra-MBs. The non-zero QTCs are found in the parts

of frames containing motion and texture. The message is nat-

urally embedded in these temporal masking areas of the inter-

frames. In a video sequence, after every intra-frame, first few

inter-frames are better predicted and contain lesser residual

errors. Hence, any message embedding affects more the qual-

ity and the compression ratio. But as we go away from intra-

frames, accumulated errors appear and message embedding

does not affect much the quality of the inter-frames. On the

Fig. 16 Analysis of the change in PSNR for the message embedding

of the intra- & inter-frames for foreman for the QP values: a 18, b 36

average, after 5 inter-frames followed by intra-frame, the

ratio of the payload to the size of the inter-frames is com-

parable with that of the intra-frames, especially at the lower

QP values.

Figures 14, 15, and 16 have been used for the payload, the

bitrate, and the PSNR analysis, respectively at the QP values

of 18 and 36 for the foreman sequence. One can note that the

payload is adequate at the QP value of 18, and it decreases

sharply. In fact, at the QP value of 36, we have very few

QTCs with magnitudes above the threshold for the 1 LSB

mode, let alone the 2 LSBs mode. Tables 4, 5 show the pay-

load, the bitrate, and the PSNR analysis for the foreman and

the football sequences at the QP value of 18 and 36 for the

intra-& inter-frames. For the foreman sequence with the 1 &

2 LSBs mode at the QP value of 18, the increase in the bitrate

is 2.81 and 2.89%, the payload is 38.25 and 56.45 kbps, and

the PSNR decrease is 0.22 and 0.20 dB for the inter and

the intra& inter, respectively. In contrast, for the football
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Table 4 Data hiding results with the intra and the inter frames of the foreman and the football video sequences for the QP value of 18

QP Hiding mode (LSBs) Foreman Football

Payload (kbps) Bitrate (kbps) PSNR (dB) Payload (kbps) Bitrate (kbps) PSNR (dB)

0 0 4.40 44.88 0 4.67 45.29

I 1 233.80 4.51 43.80 295.62 4.86 44.10

2 139.65 4.49 43.61 196.25 4.85 43.90

1&2 311.30 4.55 42.92 402.42 4.93 43.20

0 0.00 2.05 44.54 0 3.47 44.76

p 1 34.45 2.09 44.30 172.91 3.58 43.65

2 7.00 2.08 44.45 82.01 3.64 43.68

1&2 38.25 2.11 44.23 207.43 3.70 43.05

I 0 0 2.21 44.56 0 3.55 44.79

+ 1 47.73 2.25 44.27 181.09 3.67 43.69

P 2 15.83 2.24 44.39 89.62 3.72 43.70

1&2 56.45 2.27 44.14 220.43 3.70 43.06

Table 5 Data hiding results with the intra and the inter frames of the foreman and the football video sequences for the QP value of 36

QP Hiding mode (LSBs) foreman football

Payload (kbps) Bitrate (kbps) PSNR (dB) Payload (kbps) Bitrate (kbps) PSNR (dB)

0 0 601.6 32.61 0 781.3 32.42

I 1 4.96 608.5 32.52 9.08 791.2 32.30

2 0.28 601.4 32.59 0.97 782.4 32.38

1&2 5.19 609.4 32.52 9.70 792.6 32.28

0 0 117.8 32.35 0 441.9 31.62

P 1 0.11 117.9 32.31 2.91 448.0 31.55

2 0.003 117.1 32.34 0.12 443.0 31.62

1&2 0.13 118.7 32.32 2.93 448.2 31.55

I 0 0 149.9 32.37 0 464.5 31.67

+ 1 0.44 150.6 32.33 3.32 470.9 31.60

P 2 0.02 149.4 32.35 0.18 465.6 31.67

1&2 0.47 151.3 32.33 3.38 471.0 31.60

sequence, the increase in the bitrate is 6.73 and 6.62%, the

payload is 207.43 and 220.43 kbps, and the PSNR decrease

is 1.71 and 1.73 dB for the inter and the intra& inter, respec-

tively. The football sequence has greater payload capacity

than the foreman, especially in the P frames. It is because

of the texture and the high amount of motion in the football

sequence.

The overall analysis of all the benchmark video sequences

is given in Table 6. It also contains a comparison with the

message embedding after the encoding loop. Decrease in the

SSIM/PSNR for our scheme is 0.0106/1.38 dB, while it is

0.0687/19.2 dB for the embedding after the encoding loop.

For a subjective quality comparison with the outside loop

watermark embedding, Fig. 18 contains frame # 89 of the

foreman and the football sequences and shows the artifacts

in the inter-frame because of the watermark embedding after

the encoding loop. One can note that the inter-frame is heav-

ily distorted in this case. The results show that any data hiding

after the encoding loop distorts the video fame in the case of

inter. Hence, message embedding after the encoding loop

is not a workable solution for state of the art video codecs

because of the spatial and the temporal prediction.

For comparison, with the naive message embedding in

the LSBs of all the QTCs, Fig. 19 shows frame # 28 of the

foreman and the football. Just like the intra-frames, one can

only note the noise artifacts in those frames in which mes-

sage embedding is performed in all the QTCs using the 1

LSB and the 2 LSBs embeddings, owing to the introduc-
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Table 6 Comparison of the bitrate, the payload and the PSNR for the message embedding inside and outside the reconstruction loop for the intra

& inter sequence with the 1&2 LSBs mode

Seq. Orig LSB-inside Loop (Proposed method) LSB-outside Loop

PSNR (dB) Bitrate PSNR (dB) Bitrate Payload PSNR (dB) Bitrate Payload

(SSIM) (mbps) (SSIM) (mbps) (kbps) (SSIM) (mbps) (kbps)

Bus 44.27 4.00 42.21 4.22 278.38 24.12 4.34 356.86

(0.9923) (0.9916) (0.9101)

City 44.36 2.57 43.80 2.66 87.14 25.16 2.76 115.12

(0.9916) (0.9912) (0.9304)

Crew 44.80 3.12 44.00 3.24 111.90 28.48 3.50 164.94

(0.9859) (0.9854) (0.9020)

Football 44.79 3.56 43.06 3.79 220.43 26.94 3.99 320.76

(0.9876) (0.9867) (0.8898)

Foreman 44.56 2.22 44.14 2.28 56.46 25.04 2.53 92.18

(0.9856) (0.9856) (0.9323)

Harbour 44.18 4.45 42.05 4.72 330.15 22.46 4.70 380.64

(0.9963) (0.9950) (0.9331)

Ice 46.93 1.06 46.27 1.11 46.03 29.14 1.29 89.51

(0.9884) (0.9886) (0.9475)

Mobile 44.18 5.70 41.00 5.96 526.03 22.97 5.98 581.07

(0.9951) (0.9937) (0.9285)

Soccer 44.82 2.35 43.99 2.46 100.12 25.86 2.64 153.12

(0.9873) (0.9870) (0.9178)

Avg. 44.77 3.23 43.39 3.38 195.18 25.57 3.52 250.47

(0.9900) (0.9894) (0.9213)

The QP value is 18 and the Intra period is 15.

Fig. 17 SSIM of the proposed scheme with: 1 The embedding outside

reconstruction loop, 2 The naive embedding in all the QTCs for the

intra- & inter-frames for the foreman sequence at the QP value 18

tion of new frequencies. Table 7 shows the SSIM/PSNR, the

bitrate, and the payload analysis at the QP value of 18. The

payload, for the naive 1 LSB and 2 LSBs embedding, will be

Fig. 18 Artifacts created in the inter due to the outside loop message

embedding with the 1&2 LSBs mode with the QP 18 for the frame # 89

of foreman and football

similar to the intra-frames, i.e. 3712.5 and 7425 kbps, respec-

tively. Average decrease in the SSIM/PSNR for our algorithm

is 0.0106/1.38 dB, while it is 0.0345/6.62 dB for the naive

1 LSB embedding and 0.1498/12.93 dB for the naive 2 LSBs
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Fig. 19 Visual comparison of the 1&2 LSBs mode with the naive 1

LSB and 2 LSBs embeddings in all the QTCs. for the inter-frame # 28

for the QP value of 18

embedding. Increase in the bitrate is 4.6% for our algorithm,

while it is 101.23 and 216.09% for the naive 1 LSB and

2 LSB modifications. Such high trade-offs for SSIM/PSNR

and bitrate make it inappropriate for practical applications.

Framewise SSIM comparison of our scheme in Fig. 17 for the

foreman sequence at the QP value 18 verifies that the visual

quality of the proposed scheme is consistently preserved for

the intra & intra-sequence.

4.2.1 Analysis over whole range of QP values

for inter-frames

The overall performance analysis of all the nine video

sequences with an intra-period of ‘15’ is shown in the form

of graphs in Fig. 20. Figure 20a illustrates the effect of data

hiding on the bitrate, while Fig. 20b shows the change in the

PSNR for different message embedding modes. Figure 20c

illustrates the payload capability of our algorithm along with

the standard deviation of the payload at different QP values.

Among the 1 LSB and 2 LSBs embedding modes, 1 LSB per-

forms better, having higher payloads and minimum increase

in the bitrate. In the 2 LSBs mode, 2 bits are embedded in

the same coefficient and thus the magnitude of compromise

is higher. The 2 LSBs should be used in combination with

the 1 LSB mode (1 & 2 LSBs embedding mode) when higher

payload is required. One can note that just like the bitrate,

the payload varies with the QP both in the case of intra and

inter.

4.3 Comparative evaluation

For the sake of comparative evaluation of our scheme,

we have compared it with seven other recent techniques

Table 7 Comparison of the bitrate and the PSNR of our scheme with the message embedding in all the QTCs for the intra & inter sequence with

the QP 18

Seq. Orig 1&2 LSBs mode (Proposed method) 1 LSB-all NZs 2 LSBs-all NZs

PSNR (dB) Bitrate PSNR (dB) Bitrate Payload PSNR (dB) Bitrate PSNR (dB) Bitrate

(SSIM) (mbps) (SSIM) (mbps) (kbps) (SSIM) (mbps) (SSIM) (mbps)

Bus 44.27 4.00 42.21 4.22 278.38 37.86 6.87 31.79 10.36

(0.9923) (0.9916) (0.9703) (0.8948)

City 44.36 2.57 43.80 2.66 87.14 38.28 5.82 32.07 9.82

(0.9916) (0.9912) (0.9677) (0.8807)

Crew 44.80 3.12 44.00 3.24 111.90 38.33 6.36 31.97 10.16

(0.9859) (0.9854) (0.9431) (0.8009)

Football 44.79 3.56 43.06 3.79 220.43 38.16 6.87 31.77 10.54

(0.9876) (0.9867) (0.9499) (0.8187)

Foreman 44.56 2.22 44.14 2.28 56.46 38.45 5.76 32.11 9.85

(0.9856) (0.9856) (0.9436) (0.8040)

Harbour 44.18 4.45 42.05 4.72 330.15 37.65 7.02 31.79 10.26

(0.9963) (0.9951) (0.9845) (0.9442)

Ice 46.93 1.06 46.27 1.11 46.03 38.70 6.08 31.51 10.31

(0.9884) (0.9886) (0.9145) (0.6863)

Mobile 44.18 5.70 41.00 5.96 526.03 37.50 7.74 31.60 10.57

(0.9951) (0.9937) (0.9777) (0.9218)

Soccer 44.82 2.35 43.99 2.46 100.12 38.41 5.98 31.95 10.04

(0.9873) (0.9870) (0.9481) (0.8100)

Avg. 44.77 3.23 43.39 3.38 195.18 38.15 6.50 31.84 10.21

(0.9900) (0.9894) (0.9555) (0.8402)
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Fig. 20 Analysis of the data hiding for the intra- & inter-frames for

all the nine benchmark video sequences over the whole range of the

QP values for: a the bitrate, b the PSNR, c the payload. The standard

deviation of the payload for all the the QP values is also shown

which are as follows: the particle swarm optimization-based

dither modulation scheme [37], the bitstream replacement of

CAVLC bitstream [40], the hybrid watermarking scheme [32],

the data hiding in the H.264/AVC compressed video [18], the

reference index-based watermarking of the H.264/AVC [21],

the spread transform scalar Costa scheme [10], and the robust

watermarking for P frames [29]. These techniques are dif-

ferent from each other in several aspects e.g., the working

domain (pixel, transform, or bitstream) and the embedding

algorithm (dither modulation, spread transform, or quantiza-

tion based). The comparison has been made based on several

important characteristics of the data hiding systems and sum-

marized in Table 8.

The embedding domain is of vital importance for a water-

marking system. The watermarking algorithms of Zou and

Bloom [40], and Kim et al. work in the bitstream domain

(outside the reconstruction loop). These algorithms can work

on compressed video, without decoding it. These schemes,

however, have lower payload and can lead to a considerable

decrease in the PSNR because of the drift error. For [18],

the PSNR drops to 43 dB even for the I frame, let alone the

P frames. Moreover, a flickering effect is visible along the

temporal dimension of the video. The video quality decreases

with the increase in the encoded spatial resolution because of

this drift error. The bitrate change is also another important

aspect of these data hiding algorithms. For the algorithms

that work in bitstream domain [18], there is no change in

bitrate. For our algorithm, the increase in the bitrate is 4.6%

with a decrease in the PSNR of 1.38 dB for the intra- &

inter-sequence.

Different watermarking algorithms have different embed-

ding space. Some of them work on the video data (pixels or

coefficients), while other embed hidden message in the video

header. Our scheme works inside the reconstruction loop,

while utilizing the largest possible embedding space with

minimal trade-off in terms of the bitrate and the SSIM/PSNR.

It is in contrast to other schemes which either use the video

header fields [21,40] or some part of the video data e.g., the

luma [10,37], or the I frames only [18,32,37]; hence, not fully

utilizing the embedding capacity. In [29], the watermark is

embedded in all the non-zero QTCs, (even having the mag-

nitude of 1). Let the watermark cost be the increase in the

bitrate (in bits) per watermark bit. In the case of the intra,

the watermark cost is 0.06 and 0.15 at the QP values of 18

and 36, respectively. These results are far better than 1.54,

the result presented in [29]. In the case of intra and inter, we

get the watermark costs of 0.15 and 0.42 at the QP values

of 18 and 36, respectively, which is far better than 1.50, the

result of the work presented in [29]. At the higher QP values,

we do not have lot of non-zero QTCs which can be water-

marked but the ratio between the payload and the bitrate is

still conserved.

To summarize, our proposed scheme presents a good pay-

load capability with a minimal trade-off for the PSNR and

the bitrate. This trade-off is possible because of the selection

of the AC QTCs with magnitudes above a certain threshold

and embedding inside the reconstruction loop.

5 Conclusion

In this paper, we have designed and analyzed a new video

data hiding scheme with a high payload for the H.264/AVC.
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Table 8 Comparison of the proposed scheme with other recent watermarking techniques for the H.264/AVC video codec.

Wm

Scheme

Working domain Insertion technique Payload Bitrate increase PSNR (dB) Embedding space

Wu et al.

[37]

Transform Dither modulation 1 bit/4x4 block Yes Yes DCT coeff. of luma

(I frames only)

Zou and

Bloom [40]

Bitstream Replacement Yes Yes Intra prediction

(mode change)

Qiu et al.

[32]

Transform/MB

header

Replacement 1 bit/MB Yes Yes AC coeffs (I frames)

MVs (P frames)

Kim et al.

[18]

Bitstream Replacement 1 bit/MB No (up to

43 dB)

Signs-T1’s (only I

frames)

Li et al.

[21]

Transform Spread spectrum 3.22% –0.75 dB reference index (P

frames) except 1st

P frame)

Golikeri

et al. [10]

Transform

(before

quantization)

Spread transform

scalar Costa scheme

1 bit/MB Yes Yes DC coeff. of luma (I

and P frames,

HVS based)

Noorkami

et al. [29]

Transform Spread spectrum 1 bit/MB Yes Yes All non-zero QTCs

(I and P frames)

Our

scheme

Transform Quantization based 195.18 kbps

(20.19 bits/MB)

4.6% –1.38 dB AC coefficients

(above threshold)

Our scheme embeds the RD optimized hidden message in the

QTCs for both the intra- and inter-frames. Having a regard

for the reconstruction loop, the proposed scheme offers con-

sistent payload capability to the H.264/AVC standard at dif-

ferent bitrates without adversely affecting the overall bitrate

and the SSIM/PSNR of the video bitstream. The watermark

is embedded in those regions of the intra-frames, which

contain edges and texture, and for the inter-frames, message

embedding is naturally done in the temporal masking regions,

which contains motion and texture. The experimental results

have demonstrated that the inter-frames can be equally good

for the message embedding owing to its motion and texture

masking.
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