
HAL Id: lirmm-00807061
https://hal-lirmm.ccsd.cnrs.fr/lirmm-00807061v1

Submitted on 2 Apr 2013

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

H.264/AVC video watermarking for active fingerprinting
based on Tardos code

Zafar Shahid, Marc Chaumont, William Puech

To cite this version:
Zafar Shahid, Marc Chaumont, William Puech. H.264/AVC video watermarking for active fin-
gerprinting based on Tardos code. Signal, Image and Video Processing, 2013, 7 (4), pp.679-694.
�10.1007/s11760-013-0483-9�. �lirmm-00807061�

https://hal-lirmm.ccsd.cnrs.fr/lirmm-00807061v1
https://hal.archives-ouvertes.fr


Signal, Image and Video Processing manuscript No.
(will be inserted by the editor)

H.264/AVC video watermarking for active fingerprinting

based on Tardos code

Zafar Shahid · Marc Chaumont · William

Puech

the date of receipt and acceptance should be inserted later

Abstract In this paper, we present a novel approach for active fingerprinting of
state of the art video codec H.264/AVC. Tardos probabilistic fingerprinting code
is embedded in H.264/AVC video signals using spread spectrum watermarking
technique in both luma and chroma. Tardos code is embedded in intra as well
as inter frames. The embedding has been performed in the non-zero quantized
transformed coefficients (QTCs), which are above a certain threshold while taking
into account the reconstruction loop, to avoid the uncontrollable increase in bitrate
of video bitstream. A comprehensive analysis of payload and PSNR trade-off is
presented for benchmark video sequences. Different linear and non-linear collusion
attacks have been performed in the pixel domain to show the robustness of the
proposed approach.

Keywords Tardos fingerprinting code, active video fingerprinting, H.264/AVC,
spread spectrum watermarking, traitor tracing applications.

1 Introduction

Multimedia content can be easily copied and modified with the evolution of digi-
tal media in the recent past and due to it, concerns regarding its protection and
authentication have also surfaced. While watermarking is used for copyright pro-
tection and encryption is used for restricted access, active fingerprinting is used
for tracing the dishonest users in case of illegal distribution. In fingerprinting, a
separate fingerprinting code, identifying a user, is embedded in the personal copy
of each user using a robust watermarking technique. If a naive user distributes a
copy of his fingerprinted content, then the pirated copy can easily be traced back
to the guilty user and hence he will be exposed. Tracing the guilty user becomes
more difficult when a collection of users called pirates form a coalition to detect the
fingerprints and modify/erase them before illegally distributing the data. These
collusion attacks can be linear and non-linear and fingerprinting codes must be
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resistant to such type of attacks. A fingerprinting code is designed for each user
in a way that enables the distributor to identify at least one of the pirates as
long as the coalition size does not exceed a certain threshold c, which is one of the
design parameters for design of a fingerprinting code.

In the literature, the designs of these two technologies have been made sepa-
rately, since both of them have evolved in different research areas. Active finger-
printing of digital content have been mostly studied by the cryptographic com-
munity and collusion models are thus defined on the sequence space since the
pioneering work [5]. Watermarking has mainly been studied by people in the im-
age or signal processing community. Hence, the effect of collusion of watermarked
contents on the fingerprinting codes is not the same as the collusion in the fin-
gerprinting sequence space. Recently, Desoubeaux et al. have embedded Tardos
fingerprinting code to detect traitor’s orthogonal zero-bit informed watermark for
video content distribution [14]. Similarly, Tardos fingerprinting code is also used
with zero-bit broken arrows watermarking by Xie et al. in [24]. The limitation of
these two methods is that they are presented for raw sequences, and have not
taken into account the challenges posed by compressed video content.

In this article, we are presenting the active fingerprinting applied to H.264/AVC
video content in compressed domain. H.264/AVC [8] is the state of the art video
coding standard of ITU-T and ISO/IEC. It offers better compression as compared
to previous video standards. Like previous video standards, an input video frame
can be encoded as intra or inter. In intra, spatial prediction is performed while in
inter, motion compensated prediction is done from previous frames. H.264/AVC
video is watermarked off-line in 2q versions containing different symbols, where
q are the bits being embedded in one independent coded unit (called slice). We
encode a single intra frame in more than one slices to embed more than 1 bit in
it. The online content server just provides the right slices according to the user
fingerprint sequence. On the decoding side, fingerprint is first extracted, followed
by the accusation process accusing some users (or nobody) based on this extracted
sequence. First framework for video fingerprinting, which is based on Tardos finger-
printing code using spread spectrum embedding for H.264/AVC, has been already
presented in [16]. This previous method proved to be resistant against collusion
attacks. In this paper, we have enhanced the previously proposed approach in sev-
eral aspects. We have used all modes for intra frames i.e., intra 4x4, intra 16x16
and intra 8x8 mode. For inter frames, all motion estimations block sizes, which
includes 16x16 up to 4x4 block sizes, are used. Furthermore, motion estimation up
to quarter pixel accuracy has been incorporated in this framework. Spread spec-
trum embedding has been performed in DC as well as significant AC coefficients
in a transform block. We have not inserted watermark in all AC coefficients for
two reasons. First, it is not very robust to insert watermark in AC coefficients
with low magnitude. Second, it results in relatively larger file size. In case of intra
16x16 modes, the spread spectrum embedding has been performed for Hadamard
coefficients too. Hence, the framework presented in this paper is very close to a
real-world video encoding system.

This paper has been arranged as follows. In Section 2, an overview of H.264/AVC
has been proposed, along with an introduction to fingerprinting codes. Recent
work on fingerprinting codes have been discussed in Section 3. In Section 4, we
present the proposed algorithm which includes creation of Tardos fingerprinting
codes and its embedding in H.264/AVC video using spread spectrum watermark-
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ing technique. Section 5 explains the collusion attacks on fingerprinted video in the
pixel domain and its performance analysis. It is followed by concluding remarks
in Section 6.

2 H.264/AVC fingerprinting, challenges and prospects

Since significant changes have been incorporated in H.264/AVC as compared to
the previous video coding standards, an overview of H.264/AVC with an emphasis
on transform and quantization is presented in Section 2.1. It is followed in Sec-
tion 2.2 by an introduction of fingerprinting code design techniques and marking
assumption in Section 2.3. In this work, we have used capital letters to represent
matrices e.g. A, Y,W and small letters along-with index to represent the elements
of matrices e.g. x(i, j) represents jth element in ith row of matrix X.

2.1 Overview of H.264/AVC

H.264/AVC [8] has some additional features as compared to previous video stan-
dards. In baseline profile of H.264/AVC, it has 4× 4 transform in contrast to 8× 8
transform of previous standards. DCT transform has been replaced by integer
transform (IT) which can be implemented by only additions and shifts in 16 bit
arithmetic without any multiplication and hence requires lesser number of com-
putations. H.264/AVC codec uses a uniform scalar quantization. For inter frame,
H.264/AVC supports variable block size motion estimation, quarter pixel accuracy,
multiple reference frames, improved skipped and direct motion inference. For intra
frame, it offers additional spatial prediction modes. All these additional features
of H.264/AVC are aimed to outperform previous video coding standards [23]. The
block diagram of H.264/AVC is shown in Fig. 1.

The 4 × 4 IT has two main advantages. Firstly, it can be implemented with
additions and shifts in 16 bit arithmetic only. Secondly, in contrast to floating
point arithmetic which gives different results on different platforms, there is no
problem of mismatch on the encoder and decoder side for integer arithmetic. A
macro-block (MB) is divided into 16 blocks of 4× 4 pixels and they are processed
one by one.

In intra mode, H.264/AVC has three modes, Intra 4 × 4, Intra 16 × 16 and
I PCM . In Intra 16 × 16 mode, Hadamard transform is further used to encode
DC coefficients. In Intra 16 × 16 mode, entire MB is predicted from top and
left neighboring pixels and has 4 modes namely horizontal, vertical, DC and plane

modes. In Intra 4× 4 mode, each 4× 4 luma block is predicted from top and left
pixels of reconstructed 4× 4 neighbors and has 9 prediction modes. I PCM mode
is used to limit the maximum size of encoded block and is directly entropy encoded
by bypassing the transform and quantization stages. The scanning of 4× 4 blocks
inside MB is not in a raster scan fashion as illustrated with the help of numbers
in Fig. 2. In case of Intra 16× 16 mode, Hadamard transform coefficients are sent
first.

Let a 4× 4 block is defined as X = {x(i, j)|i, jǫ{0, 3}} , where x(i, j) is a pixel
as shown in Fig 1. First of all, each of the 16 pixels x(i, j) are predicted from
neighboring blocks and we get the residual block:
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e(i, j) = P (x(i, j), b1(i, j), b2(i, j), b3(i, j), b4(i, j)), (1)

where P (.) is a predictions functions with reconstructed pixels from neighboring
blocks and pixels of current block as parameters.

In H.264, intra prediction is performed from the reconstructed neighboring
pixels, where bk(i, j) are the pixels from reconstructed neighboring blocks as shown
in Fig. 3. Transform and quantization steps are performed together to save the
processing power and to avoid multiplications. Once residual block E is computed,
comprising of e(i, j). This residual block is then transformed to transform domain
using forward and inverse IT 4× 4 matrices (A,Ainv), which are given as [15]:

A =











1 1 1 1/2

1 1/2 −1 −1

1 −1/2 −1 1

1 −2 2 −1











Ainv =











1 1 1 1

2 1 −1 −2

1 −1 −1 1

1 −2 1 −1/2











. (2)

This residual block E is then transformed using the forward transform matrix A:

Y = AEAT . (3)

Scalar multiplication and quantization are defined as:

ŷ(u, v) = sign{y(u, v)}[(| y(u, v) | ×Aq(u, v)+Fq(u, v)×215+Eq(u,v))/2(15+Eq(u,v))],
(4)

where ŷ(u, v) is QTC, Aq(u, v) is the value from the 4× 4 quantization matrix and
Eq(u, v) is the shifting value from the shifting matrix. Both Aq(u, v) and Eq(u, v)
are indexed by QP (quantization parameter). Fq(u, v) is the rounding factor from
the quantization rounding factor matrix. One can note from Eq. 4 that it takes
only shift and addition operations to perform integer transform of H.264/AVC.
This ŷ(u, v) is entropy coded and sent to the decoder side.

On the decoder side, inverse quantization is given by the expression y′(u, v) =
{[(ŷ(u, v)×(Bq(u, v)×24))×2Eq(u,v)]+23}/24, where Bq(u, v) and Eq(u, v) are the
values from inverse 4× 4 quantization matrix and the shifting factor respectively.
y′(u, v) is then inverse transformed to get E′ = (AinvY

′AT
inv+25)/26. The decoded

residual signal e′(i, j) is then added to the predicted signal to reconstruct the
original signal back.

2.2 Fingerprinting codes

The design objective of a fingerprinting system is to provide a code construction
that can trace at least one of the colluders with zero error. Unfortunately, for user
n ≥ 3, and colluders c ≥ 2, no deterministic solution is possible and one has to opt
for probabilistic solutions, allowing some low probability of error.

It is known [5] that any fixed assignment of fingerprints (a deterministic code)
cannot satisfy this requirement: namely, there exist several attacking strategies
of the coalition that will result in the error probability bounded away from zero
irrespective of the decoding employed. For this reason it becomes necessary for the
distributor to use probabilistic codes, where the random key is known only to the
distributor.

In a probabilistic fingerprinting code, the following parameters are important:
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– n: The number of users.
– c: The number of colluders.
– ǫ1: False positive probability.
– ǫ2: False negative probability.
– m: All the above four parameters result in a fingerprint code of certain length

m.

The code length m influences to great extent the practical usability of a fin-
gerprinting scheme, as the number of segments m that can be used to embed a
fingerprint symbol is severely constrained; typical video watermarking algorithms
for instance can only embed seven bits of information in a robust manner in one
minute of a video clip [20]. Furthermore, distributors are interested in the shortest
possible codes that are secure against a large number of colluders, while accom-
modating a huge number n of users (of the order of n = 106 or even n = 109).

Low error probabilities are another central requirement. The most important
type of error is accusation of an innocent user called false-positive, denoted by ǫ1.
The probability of such an event must be extremely small; otherwise the distribu-
tor’s accusations would be questionable, making the whole fingerprinting scheme
unworkable. The second type of error is the false-negative, where the scheme fails
to accuse any of the colluders, denoted as ǫ2. In practical situations, fairly large
values of ǫ2 can be tolerated. Often the objective of fingerprinting is to deter unau-
thorized distribution rather than to prosecute all those responsible for it. Even a
50 % probability of getting caught can be a significant deterrent for colluders.

There are two main setups considered for the fingerprinting problem in the lit-
erature namely, the distortion setting and the marking assumption. In this section,
we are presenting an overview of marking assumption fingerprinting model.

2.3 Marking assumption

The line of research into the construction of fingerprinting schemes followed in this
manuscript applies to systems designed to protect digital content and is based on
the following mathematical model:

Let the content is a sequence of symbols. Here, we consider a binary alphabet.

1. In the original content, there are m locations which we can change the symbol
without significantly degrading the content. The codeword, a binary sequence
of length m identifying a user will be hidden in the content to such sites.

2. The pirates do not know a priori fingerprint positions. The pirate coalition
attempts to uncover some of the fingerprint positions by comparing their copies
of the data for differences. Once such a difference is located in some position,
it is guaranteed to be a fingerprint position. The comparison procedure does
not reveal any information regarding the bits that are identical in all the data
copies of the coalition members, which can be either information or fingerprint
digits.

3. The pirated copy is created by modifying only those positions which are dif-
ferent in the fingerprinted copies of the pirates.

4. The process of accusation knows these places and sample the pirated copy of
a sequence, called pirate sequence of m symbols.
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It is important to mention that the original unmarked object is never dis-
tributed or released. This is especially true with digital content, since simple bi-
nary comparison on a marked object versus the original will reveal the locations
of all marks even when the marks are not perceivable by human visual system.

3 Recent work on fingerprinting codes

In the literature, several fingerprinting algorithms have been proposed for images.
Anti Collusion Code (AAC) was the first anti-collusion forensic code for multi-
media content, proposed in [22]. It was based on combinatorial theories with a
joint coding and embedding framework. The code is derived from balanced incom-
plete block design, which is then modulated by Gaussian orthogonal spreading
sequences. In [10], ECC-based forensic code was proposed which uses Gaussian
sequences to modulate symbols in the codeword along with additive spread spec-
trum embedding. ECC-based codes are the concatenation of an inner code and an
outer code. By saving the inner codes and outer codes, we can easily construct the
forensic codes for all the users. In [12], Lin et al. have proposed improved ECC-
based anti-collusion codes for images which consume fewer resources than Tardos
fingerprinting codes.

Tardos [21] constructed fingerprint codes of length at most m = 100c2 ln ( 1
ǫ1
)

for c colluders. This construction yields c-secure fingerprinting schemes of rate
1/(100c2). The same paper gave lower bound of O(c2 ln (1/ǫ)) on the length of
any fingerprint code with the above parameters. The constant 100 in the length
m = 100c2 ln ( 1

ǫ1
) was subsequently improved by several papers [18,17,4]. All these

papers go through the proof in [21] and optimize various parameters in the proof
to improve the code length without fundamentally changing the code construction
or the accusation algorithm.

Skoric et al. [18] improved the code length if the case the error parameters are in
certain intervals i.e. the probability of accusing an innocent user is assumed to be
10−15 ≤ ǫ1 ≤ 10−9 and the probability of failing to detect pirates is 0.1 ≤ ǫ2 ≤ 0.5.
For values within these intervals, the code length is calculated experimentally for
t ≤ 100 and it is observed that when t increases the code length approximates
4π2t2logm. This represents an improvement by a factor around 2 : 5.

Skoric et al. [17] made a simplifying assumption about the pirate strategy.
Even though the assumption is reasonable there is no mathematical justification
for it. With this simplifying assumption they achieve an improvement by a factor
of almost 10.

Blayer and Tassa [4] rigorously extract some formulas for the parameters in
the proof of [21]. Their experiments confirmed an improvement by a factor of more
than 4 and less than 5.

Anthapadmanabhan et al. [3] chose a different information theoretic approach.
They construct t-secure fingerprinting schemes whose rates for t = 2 and 3 are
much higher than previously obtained rates but the rate of their schemes deterio-
rates exponentially with t. They are the first to prove upper bounds on the rates of
t-secure fingerprinting schemes. The upper bounds in their paper is given in terms
of a hard to evaluate information theoretic minimax formula. They estimate this
formula and prove strong upper bounds on the t-fingerprinting capacity for small
values of c (namely 2 and 3) and an O(1/c) asymptotic bound.
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Amiri and Tardos [1] combine two approaches represented by [21] and [2] to
obtain fingerprinting codes of rates higher than those achieved with either method
separately. Codeword construction method is very similar to that of [21]. The
optimal distribution is found through a game-theoretic equilibrium and prove the
upper bound to be 1.78/t2 + O(1/t2). On the contrary, accusation algorithm is
fundamentally inspired by the work of Anthapadmanabhan et al. [2]. For t = 2,
their codes coincide with the codes given in [2] but for t ≥ 3, their rates are
better than the rates of previously obtained codes. For t ≤ 8, they prove the
Rt ≥ t−2/(2ln2)+O(t−2) asymptotic bound. This improves the rates of the codes
in [21] by a factor over 72 for large values of t.

In case of multimedia, the colluders usually apply post-processing after collu-
sion. For instance, the colluders can compress the multimedia to reduce the data
size to efficiently redistribute the colluded copy. Therefore, it is important to de-
sign a collusion resistant forensic code that is robust to post-processing. In [24],
Tardos fingerprinting code has been used with zero-bit broken arrows watermark-
ing scheme for images. They have shown that this combination has ruled out the
fusion class of attacks. In this work, our framework composed of Tardos finger-
printing code and spread spectrum embedding for state of the art video codec
H.64/AVC as explained in Section 4.

4 Proposed Algorithm

The proposed scheme is composed of two steps. In the first step, Tardos fingerprint-
ing code is generated. While in the second step, embedding of Tardos fingerprint-
ing code in H.264/AVC video is performed using robust watermarking technique.
In Section 4.1, we present the Tardos fingerprinting code. The process of spread
spectrum watermarking is illustrated in Section 4.2. Embedding of Tardos code in
H.264/AVC is explained in Section 4.3. It is followed by Tardos code extraction
from pirated video and accusation process in Section 4.4.

4.1 Tardos fingerprinting code generation

For code generation, we have the following three steps:

– For a code of length m, we generate random and independent probabilities
{p(i)}1≤i≤m with the distribution f(p) = 1

π
√

p(1−p)
for p ∈ [0, 1]. Practically p

is between 0 and t, or 1− t and 1 with t = 10−3, hence having high frequency
on the edges as shown in Fig. 4.

– The next step is to generate Tardos code. For n users with m code-length, it
is a matrix of size m×n as given in Fig. 5. For the case of binary Tardos code,
each line of S is filled with 0 or 1 with Prob[S(i, j) = 1] = p(i). Each column is
a fingerprinting code for separate user.

– For accusation process, a sequence Z is extracted from the pirated copy and
an accusation score Aj is associated with user j given as:

Aj =
m
∑

i=1

U (Z(i), S(i, j), p(i)) , (5)
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where

U(1, 1, p) =
√

(1− p)/p U(1, 0, p) = −
√

p/(1− p),

U(0, 0, p) =
√

p/(1− p) U(0, 1, p) = −
√

(1− p)/p.

A fingerprinting code is analyzed based on its code-length, maximum number of
colluders c, false-positive (ǫ1) and false-negative (ǫ2) values. For binary asymmetric
Tardos code, the length of code is given as m = 100c2 ln ( 1

ǫ1
). The relation between

ǫ1 and ǫ2 is given as ǫ2 = ǫ
c

4

1 [21]. It is important that probability to accuse innocent
user ǫ1 should be very small. The code-length is further reduced in its symmetric
version by Skoric et al. [19] and both ǫ1 and ǫ2 were made independent of each
other.

4.2 Spread spectrum strategy

Several robust watermarking techniques exist in the literature. Spread spectrum
watermarking technique offers robustness [7] and has been selected for our inves-
tigation. Spread spectrum embedding is resistant against a number of attacks. It
was argued to be highly resistant to collusion attacks, when the watermarks have
a component-wise Gaussian distribution and are statistically independent [9]. The
basic intuition of this natural strategy is that the randomness inherent in such wa-
termarks makes the probability of accusing an innocent user very unlikely. Spread
spectrum embeds the watermark in overlapped regions and this spreading makes
it challenging to change even a single bit at will. This confines the effect of a col-
luder’s action to a milder form of collusion from the designer’s point of view. Let
S(i, j) be the ith bit of Tardos fingerprinting code Sj which is to be embedded into
a block of host vector X. To increase the energy of the embedding bit, a scaling
parameter α is used. So the watermarked block is given as:

Y = X + αC(−1)S(i,j), (6)

with S(i, j) = 0 or 1 and C is a bi-polar Gaussian sequence [1, -1]. The attacked
watermarked signal is Z = Y + n, where n is the noise due to attack. The water-
mark bit S̃(i, j) is extracted from Z by the linear correlation of Z and C of length
l as:

S̃(i, j) =

{

0 , if
∑l

j=1 Z[j]C[j] > 0

1 , if
∑l

j=1 Z[j]C[j] < 0.
(7)

4.3 Embedding strategy

For embedding a Tardos code in QTCs of H.264/AVC, embedding can be done
in entropy coding stage. It is analogous to embedding watermark in a compressed
bitstream. This includes two watermarking approaches. The first approach embeds
watermark in VLC (variable length coding) entropy coding domain and bitstream
is only to be entropy decoded to use this e.g. as proposed by Lu et al. [13]. Another
approach embeds watermark in DCT domain and for this approach, bitstream has
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to be entropy decoded and inverse quantized e.g. differential energy watermarking
[11]. Embedding watermark, after reconstruction loop, creates two problems. First,
we do reconstruction with QTC on the encoder side, while on the decoder side with
watermarked QTC. This results in a mismatch on the decoder side, which keeps
on increasing because of the prediction process and loss in PSNR (peak signal
to noise ratio) is very significant even for intra frames. Second, Rate Distortion
(RD) bit allocation algorithm works in quantization module and any change in
bitrate/quality trade-off because of the watermarking of QTCs is not taken into
account. To solve both problems, watermark embedding should be performed in-
side the reconstruction loop as shown in Fig. 6. In this case, we have the same
watermarked QTC ŷw(u, v) on both encoder and decoder side for prediction. In
this case, RD bit allocation algorithm is working on ŷw(u, v) for both intra and
inter frames.

For embedding of m bits of Tardos code Sj , the content is divided into m inde-
pendent coding blocks (i.e. slices) and 1 bit is embedded in each slice. For larger
multimedia content, we can have slices of larger size and hence the embedding will
be more robust.

To embed 1 bit of Tardos code BITfp using spread spectrum embedding strat-
egy, a vector X of length l is formed by DC and AC QTCs, with magnitude above
a certain threshold. In intra 4 × 4 mode, scanning of 4 × 4 blocks inside MB is
not in a raster scan fashion. Hence we will create a vector X for spread spectrum
while taking this scan into account for this mode as illustrated in Fig. 7. Spread
spectrum embedding is performed only in significant DC and AC QTCs to avoid
uncontrollable increase in bitrate and to make our embedding robust. Each bit
BITfp of Tardos code is embedded into the host vector X using spread spectrum
insertion. First of all, Tardos code is modulated with a bi-polar Gaussian sequence
C and scaled by a scaling factor α. A threshold for spread spectrum embedding
(TH-SS) is set for embedding this modulated sequence. We modify magnitude of
QTCs with magnitude between TH-SS +1 and TH-SS +α to TH-SS. It is then
followed by embedding the modulated bit by either increasing or decreasing the
magnitude of QTC, depending on whether the modulated bit BITfp is 0 or 1. The
whole process is explained in Algorithm 1. For example, let us perform spread

Algorithm 1 The embedding of one modulated bit BITfp of Tardos fingerprinting code
with strength α in QTCs having magnitude above a certain threshold TH − SS.

1: for i = 1 to l do
2: if |QTC| == (TH − SS + i) then
3: |QTC| ← TH − SS
4: end if
5: end for
6: if |QTC| > TH − SS then
7: if BITfp == 1 then
8: |QTC| ← |QTC|+ α
9: else
10: |QTC| ← |QTC| − α
11: end if
12: end if
13: end

spectrum embedding with TH-SS = 5 and α = 2. As a first step, we will modify
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all the QTCs having magnitude 6 or 7 to 5, as shown in first part of the algorithm.
In the second step, we will watermark the QTCs with magnitude greater than 5.
For example, if QTC is 8, it will be modified to 10 (i.e. 8 + α), if the bit to be
embedded is 0 or 6 (i.e. 8 - α) if the bit to be embedded is 1.

4.4 Extraction and accusation strategy

Extraction and accusation steps are explained in algorithm 2. From the pirated
video, Tardos code is extracted and detection process is performed on the extracted
code for each user:

– Extraction step: For the extraction process, modified spread spectrum ex-
traction is used to extract a single bit of Tardos code BITfp from the pirated
video sequence. First of all, a vector X ′ of length l is formed by the water-
marked QTCs, with magnitude above the threshold TH-SS. In intra 16x16
mode, Hadamard coefficients are also added to this vector X’. While in intra
4× 4 mode, scanning of 4 x 4 blocks inside MB is not in a raster scan fashion
and the vector X’ is created while taking this scan into account as illustrated
in Fig. 7. It is followed by linear correlation of X ′ with bi-polar Gaussian se-
quence C. If the linear correlation is positive, the extracted bit is ’1’, otherwise
it is ’0’. The extracted Tardos sequence Z is formed by concatenation of these
extracted bits.

– Accusation step: Accusation process is performed on the extracted sequence
Z wherein an accusation score Aj is calculated on Z for each user j as given
in Eq. 5. Aj for accused users may be modeled with a Gaussian centered at
µ = 2m

cπ , while Aj for innocent users may be modeled with a Gaussian centered
at 0. Accused users (the traitors) have a score above µ−√

m (i.e. 2m
cπ −√

m),
where

√
m is the standard deviation of the Gaussian. A more precise threshold

may be selected as proposed in [6]1.

5 Experimental results

We have used the reference implementation of H.264 JSVM 10.2 in AVC mode,
along with CAVLC entropy coding at QP value 18. Nine benchmark video se-
quences have been used in CIF (352 × 288) resolution. Each of them represents dif-
ferent combinations of motion (fast/slow, pan/zoom/rotation), color (bright/dull),
contrast (high/low) and objects (vehicle, buildings, people). The video sequences
’bus’, ’city’ and ’foreman’ contain camera motion while ’football’ and ’soccer’
contain camera panning and zooming along with object motion and texture in
background. The video sequences ’harbour’ and ’ice’ contain high luminance im-
ages with smooth motion. ’Mobile’ sequence contains a still complex background
and motion in foreground. Since these sequences contains lesser number of frames,
they have been used in repeated fashion.

For generation of binary Tardos code, the parameter values are: n = 100,
ǫ1 = 10−3, c0 = 20 and m = 92104 2. 10 bits of Tardos code were embedded per

1 It links ǫ1 and threshold.
2 Normally, in traitor tracing, ǫ1 = 10−6. To reduce code-length and hence, the simulation

time, we have selected ǫ1 = 10−3.
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Algorithm 2 The extraction and accusation step for the proposed technique wherein spread
spectrum extraction is performed on pirated video content in the transform domain. It is
followed by accusation step using Tardos fingerprinting code.

1: for i = 1 to l do
2: if |QTC| > TH − SS then
3: X′[i]← |QTC| {Preparation of array of watermarked QTCs}
4: end if
5: end for
{Extraction of single bit from pirated copy}

6: corrV alue← Corr(X′, C)
7: if corrV alue > 0 then
8: Z[i]← 1
9: else
10: Z[i]← 0
11: end if
{Accusation score Aj for user j}

12: Aj ← 0
13: for i = 1 to m do
14: if Z[i] = 1 then
15: if S[i] = 1 then
16: Aj ← Aj + Sqrt((1− p)/p)
17: else
18: Aj ← Aj − Sqrt(P/(1− p))
19: end if
20: else
21: if S[i] = 1 then
22: Aj ← Aj − Sqrt((1− p)/p)
23: else
24: Aj ← Aj + Sqrt(P/(1− p))
25: end if
26: end if
27: end for
28: end

frame using robust spread spectrum watermarking. The fingerprinting code has
been embedded in both luma and chroma components with scaling factor α = 1.
Hence we used 9211 frames (369 seconds of video at 25 fps) of CIF resolution to
embed the code. For accusation process, an accusation sum Aj is calculated for
each user j. Aj for accused users is considered a Gaussian centered at µ = 2m

cπ ,
while Aj for innocent users may be modeled with a Gaussian centered at 0.

Section 5.1 explains the linear and non-linear collusion attacks. It is followed by
analysis for intra sequences in Section 5.2, while intra & inter sequence is discussed
in Section 5.3.

5.1 Collusion attacks

In this work, linear and non-linear collusion attacks have been performed in the
spatial domain. For this purpose, the fingerprinted H.264 video content is decom-
pressed and the collusion attacks are performed in spatial domain. The finger-
printed video is compressed again and detection is performed in the compressed
domain. Hence the proposed technique is resistant against re-encoding attacks.

Linear attacks include averaging attack. Under these attacks, each pixel in
pirated video is average of the corresponding pixels of the fingerprinted videos
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associated with the colluders. The typical nonlinear collusion attacks are mini-
mum/maximum/median attacks, minmax attack and modified negative attack.
For minimum/maximum/median attacks, each pixel in pirated video is the mini-
mum, maximum, or median, of the corresponding pixels of the fingerprinted videos.
For minmax attack, each colluded pixel is the average of the maximum and mini-
mum of the corresponding pixels of the fingerprinted videos. For modified negative
attack, each pixel of the attacked video is the difference between the median and
the sum of the maximum and minimum of the corresponding pixels of the finger-
printed video signals. Let Sc is a set of all K colluders, the collusion functions can
be given as:

Zave(j) =
∑

k∈Sc

Yk(j)

K

Zmin(j) = min{Yk(j)}k∈Sc

Zmax(j) = max{Yk(j)}k∈Sc

Zmed(j) = med{Yk(j)}k∈Sc

ZminMax(j) = (Ymin(j) + Ymax(j))/2

ZmodNeg(j) = Ymin(j) + Ymax(j)− Ymed(j)

where Z is the colluded pixel, and Y is the pixel of fingerprinted video.

5.2 Analysis of intra frames

In intra frames, we take advantage of the spatial masking to embed fingerprint
in QTCs having magnitude above certain threshold. Watermark is naturally em-
bedded in those parts of frames which contain texture and edges because they
contains non-zero QTCs.

For experimental simulation, we used all intra prediction modes for intra4 ×
4, intra16 × 16 and intra8 × 8. Normally, magnitude of luma QTCs is relatively
higher as compared to those of chroma QTCs. Hence value of TH-SSuv(I) should
be slightly less than TH-SSy(I). In intra sequence, threshold TH-SS for luma and
chroma components has been selected as:

TH-SSy(I) = TH-SS
TH-SSuv(I) = TH-SS − 1

Payload capacity and PSNR trade-off is a crucial feature for any watermark
embedding system. Decrease in PSNR of all the video sequences due to fingerprint
embedding is analyzed in Fig. 8. It is followed by payload analysis for all of three
components Y, U & V in Fig. 9. One can note that payload and PSNR variation
is different for different video sequences for both of luma and chroma components.
For example, mobile video sequence has lot of texture and details, it has the
highest payload among all the video sequences being used for this analysis. Based
on this analysis, it is clear that it is not a good idea to have the same threshold
for all the sequences. Rather this decision should be addressed along with the
rate distortion decision. In these experiments, we have set different thresholds for
different sequences.
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For analysis of anti-collusion capability against linear and non-linear collu-
sion attacks, we have used a single video sequence which is composed of all the
benchmark sequences in a repeated fashion. We have set different threshold TH-SS
for different sequences to get a better trade-off between PSNR and payload. For
analysis of colluded video, Fig. 10 illustrates the PSNR of the colluded video for
different number of colluders, created using linear and non-linear attacks. PSNR
of original video is 45.02 dB, 46.85 dB, 47.65 dB for Y, U, V respectively. While for
fingerprinted video, PSNR is 43.61 dB, 41.95 dB, 42.94 dB for Y, U, V respectively.
Hence, decrease in PSNR because of embedding a fingerprinting code is 1.41 dB,
4.90 dB and 4.71 dB for Y, U, V. It also contains the PSNR of original content
and the fingerprinted content before collusion. In case of average/median/minmax
attacks, PSNR gets better with increase in number of colluders. While for mini-
mum/maximum attack, the quality of video slightly decreases as the number of
colluders increases. Modified negative attack is the strongest among all these at-
tacks and decreases the PSNR up to 15 dB, 33 dB, 23 dB for Y, U , V respectively.

Table 1 shows the number of colluders which have been successfully traced by
analyzing a pirated video content. In most of the cases, the colluders have been
successfully traced. The attack which makes the video non-traceable i.e. modified
negative attack also degrades the quality of the video very badly. For example, in
case of modified negative attack, we could detect only few of the colluders, but
PSNR of the attacked video is 15 dB. While on the other hand, averaging attack
does not degrade the visual quality rather PSNR gets better in some cases but we
can also detect the colluders with very high confidence value. Fig. 11 shows the
visual quality of frame # 0 of benchmark video sequences for different collusion.
One can note that modified negative attack makes the accusation process difficult
but it severely degrades the video quality among the non-linear attacks.

5.3 Analysis of inter frames

For experimental results of intra & inter sequence, intra period has been set 10.
Real-world scenario has been simulated by using all the motion estimation estima-
tion block sizes along with quarter pixel accuracy. Non-zero QTCs are found in the
parts of frames containing motion and texture. Fingerprinting code is naturally
embedded in those areas as these are temporal masking areas in inter frames. In
intra & inter sequence, QTCs are lower in magnitude in P frames as compared to
I frames. Hence, threshold TH-SS for luma and chroma components in P frames is
kept lower than in I frames. TH-SS in I and P frames is given as:

TH-SSy(I) = TH-SS
TH-SSuv(I) = TH-SS −1
TH-SSy(P ) = TH-SS −2
TH-SSuv(P ) = TH-SSy(P ) − 1

Payload capacity and PSNR trade-off of different video sequences for intra &
inter sequence in analyzed in Fig. 12 and Fig. 13 respectively. One can note that
payload and PSNR variation is different for different video sequences for both
of luma and chroma components. For example, mobile video sequence has lot of
texture and details, and has the highest payload among all the video sequences
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in this analysis. Based on this analysis, it is clear that it is not a good idea to
have the same threshold for all the video sequences. Rather this decision should
be addressed along with the rate distortion decision.

For analysis of anti-collusion capability, all the benchmark sequences have been
combined together in a repeated fashion. We have set different threshold TH-SS for
different sequences and as a result, threshold for intra frames and inter frames will
be adjusted to get a better trade-off between PSNR and payload. One can observe
from Table 2 that our framework is collusion resistant for intra & inter sequence.
Fig. 14 illustrates the PSNR of the colluded video, created using linear and non-
linear attacks. It also shows the PSNR of original content and the fingerprinted
content before collusion. PSNR of original video is 44.52 dB, 46.68 dB, 47.49 dB for
Y, U, V respectively. While for fingerprinted video, PSNR is 42.92 dB, 45.85 dB,
46.60 dB for Y, U, V respectively. Hence, decrease in PSNR because of embedding
a fingerprinting code is 1.6 dB, 0.83 dB and 0.89 dB for Y, U, V respectively.
In case of average/median/minmax attacks, PSNR gets better with increase in
number of colluders. While for minimum/maximum attack, the quality of video
slightly decreases as the number of colluders increases.

6 Conclusion

In this work, we have demonstrated the fingerprinting of H.264/AVC using Tardos
Fingerprinting codes. Spread spectrum robust watermarking technique has been
used for embedding of fingerprinting code in personal copies. Our experimental
analysis verifies that embedding of Tardos codes using spread spectrum water-
marking technique is a very good design indeed. The colluded video content can
be successfully analyzed to trace the colluders until its quality becomes unaccept-
able. This work has bright prospects and can be extended and improved in several
aspects. For example, the accusation process requires O(nm) computations for
each Tardos code. We have to run the accusation process for all users. If there
are 1 million users, the computation requirement will be very high. Code length
increases squarely with increase in the number of colluders, and logarithmically
with decrease in value of ǫ1. For example, for c = 10 with ǫ1 = 10−4, the code
length is 23688 bits, while it is 110540 bits for c = 20 with ǫ1 = 10−6. Storage
of Tardos code takes lot of memory. Since Tardos code is probabilistic in nature,
we have to generate the codes for all the users separately and have to store them.
Tardos code needs 64 GB of memory for n = 106, c = 5 and ǫ1 = 10−3.In future,
we intend to extend our work for informed watermark embedding techniques.
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Fig. 4 Probability distribution for the probabilities of Tardos code.
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(a) (b)

(c)

Fig. 8 Analysis of benchmark video sequences for fingerprint embedding at different thresh-
olds: (a) PSNR-Y, (b) PSNR-U, (c) PSNR-V.

(a) (b)

Fig. 9 Analysis of fingerprinted video sequences for different thresholds: (a) Payload-Y, (b)
Payload-UV.
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(a) (b)

(c)

Fig. 10 PSNR of colluded video content, which has been generated using collusion attacks:
(a) PSNR-Y, (b) PSNR-U, (c) PSNR-V.
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(a) (b) (c) (d)

(a) (b) (c) (d)

(a) (b) (c) (d)

(a) (b) (c) (d)

Fig. 11 Analysis of frame # 0 of colluded fingerprinted video sequences of bus, city, football
and foreman: (a) Original frame, (b) Fingerprinted frame, (c) Average Collusion (17 colluders),
(d) Modified negative collusion (8 colluders).
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(a) (b)

(c)

Fig. 12 Analysis of benchmark video sequences for fingerprint embedding at different thresh-
olds: (a) PSNR-Y, (b) PSNR-U, (c) PSNR-V.

(a) (b)

Fig. 13 Analysis of fingerprinted video sequences for different thresholds: (a) Payload-Y, (b)
Payload-UV.
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(a) (b)

(c)

Fig. 14 PSNR of colluded video content, which has been generated using collusion attacks:
(a) PSNR-Y, (b) PSNR-U, (c) PSNR-V.
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Number of colluders detected for attacks
K avg min max median minMax modNeg
2 2 2 2 2 2 2
5 5 5 5 5 5 5
8 8 8 8 8 8 5
11 11 10 10 10 10 6
14 14 13 13 13 13 6
17 16 15 14 14 14 7
20 18 16 16 16 17 8

Table 1 Number of colluders traced from the K-colluded copy, generated using different
collusion attacks for intra sequence. No innocent user is traced as colluder.

Number of colluders detected for attacks
K avg min max median minMax modNeg
2 2 2 2 2 2 2
5 5 5 5 5 5 3
8 8 7 6 7 8 4
11 11 8 8 9 10 5
14 14 10 11 12 13 5
17 16 13 12 13 14 5
20 18 15 15 16 16 6

Table 2 Number of colluders traced from the K-colluded copy, generated using different
collusion attacks for intra& inter sequence. No innocent user is traced as colluder.


