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Chapter 4
Countermeasures Against Physical Attacks

in FPGAs

J.-L. Danger, S. Guilley, L. Barthe, and P. Benoit

Abstract This chapter presents a set of countermeasures against physical attacks
specifically dedicated to FPGA. Countermeasures as masking, hiding, are first dis-
cussed. Then we give a set of information and an overview on different logic style
designed to be robust against SCA. The main objective herein is to compare these
techniques and show that they can be suitable and implementable for FPGA com-
ponents. A comparison of different logic style will conclude this chapter.

4.1 Introduction

Off the shelf FPGAs are often used for high-end applications that require embed-
ded cryptography. State of the art commercial FPGA technologies do not have any
specific feature to withstand side channel attacks that target the user application.
For this reason, methods to protect them have to be designed at the logic and back-
end levels of the design stages. Many countermeasures have been developed for
ASICs and this can be used as a basis to develop specific protections for FPGAs.
However the regular FPGA tiling structure and the huge space of interconnect and
programmable switches may limit or reduce the robustness of countermeasures orig-
inally designed for ASICs. In this chapter we provide some answers to attacks and
countermeasures embeddable in off the shelf FPGAs, with a special focus on side-
channel attacks in symmetrical cryptography.

The protection of cryptographic IPs against side channel attacks at logical level
is currently not so advanced in FPGAS as it is in ASICs, even though at first sight,
FPGAs appear to have an intrinsic structure which makes them much more vulner-
able:

e ASIC protections at back-end level (such as the fat wires [59] or back-end dupli-
cation [20] methods) are hardly feasible in FPGAs because of constrained and a
priori unknown or limited routing resources.

e The interconnection makes up the largest part of the FPGA [26]. It includes
lines, pass transistors, transmission gates, bidirectional buffers, switch matrices
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and connection boxes. These components increase the capacitive load of the in-
terconnection and thus overall power consumption. This particularity facilitates
passive attacks.

e D Flip-Flop (DFF) are numerous and fast. There are two reasons for their ra-
pidity: they speed up processing and fight metastability. However they greatly
increase power consumption increase. Moreover attacks on register nodes can
lead to knowledge of the activity of combinatorial nodes that contain the secret
information.

e The use of switches like pass transistors makes the power consumption model
quite specific to FPGAs in which the current can vary according to a higher order
equation in Vg4 [13, 14].

With regards to ASICs, a study by Kuon and Rose [26] shows that FPGAs are
on average 35 times bigger and consume 12 times more than ASICs. To withstand
attacks on programmable devices that are not specifically designed for security, it
could be worthwhile designing dedicated logic styles and implementation methods.
In this chapter we provide an overview of current techniques and focus on differ-
ent countermeasures (masking, hiding), and logic styles (WDDL, STTL, BCDL)
specifically designed to fight Side Channel Attacks (SCA). Our aim is to show the
potentials and limitations of countermeasures in FPGAs that could obstruct or pre-
vent attacks.

4.2 Countermeasures Against Side Channel Attacks in FPGAs

The types of countermeasures that are used to protect hardware devices against
SCAs can be considered at levels Protocol, Architecture and Netlist.

Protection of protocol and of architecture is independent of the technology (either
software or hardware). However the implementation in FPGAs can take advantage
of hardware properties like concurrent computation, reprogrammability and high
levels of algorithmic noise.

The Protocol level can merely consist in regular key changes as described in [25,
32] in order to prevent the adversary from accumulating enough traces to be able
to attack. One advantage of this level of protection is that it is provable. As an
illustration of this technique, Fig. 4.1 shows that at every 100th ciphering operations
the key is changed, thus limiting the scope of the attack if more than 100 traces are
needed.

However this type of protection can be time consuming and costly as it requires
a specific key exchange or synchronization mechanism to ensure Alice and Bob
always use the same key. Rather than changing the key, the FPGA offers the possi-
bility to reprogram the implementation. As mentioned by F.-X. Standaert [51], this
feature certainly merits further research as only a few studies have been conducted
so far. Among them Chaudhuri et al. [9] details a dedicated FPGA architecture us-
ing agility to thwart SCAs, whereas Mentens [33] explains how security can be
enhanced with dynamic reconfiguration.
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Strengthening security at architectural level is certainly the least constraining
method as it can be applied in all technologies that have logical model. For hard-
ware implementations, this corresponds to the Register Transfer Level (RTL). One
of the major countermeasures in this category is “masking” which consists in pro-
cessing masked data rather than the data itself. The goal of the protection by mask-
ing is to randomize the power consumption and thus decorrelate as far as possible
the computation activity from the secret information, which is generally the key for
cryptographic algorithms. For this reason, masking provides a constant power con-
sumption mean. As explained in detail in the next section, the mask has to be saved
or processed.

Another means of providing protection consists in obfuscating the computation
by generating noise which decreases the Signal to Noise Ratio “SNR” or more pre-
cisely the “leakage” to noise ratio. This makes the secret signal indiscernible. For
instance, extra glitches in combinational gates can be added or extra jitter noise in-
serted at the clock stage. In software this can lead to the insertion of dummy instruc-
tions. Theoretically, this type of countermeasure is not very robust as the adversary
can increase SNR by using more traces. For instance, the extra noise generated by
the increase in pipelining reported in [53] or by unrolling the implementation as
reported in [5] do not provide efficient protection against SCA.

At both architecture and netlist levels, one of the most efficient protection tech-
nique relies on the use of a differential logic. The efficiency of this type of coun-
termeasure, often called “hiding”, is based on attempting to make the power con-
sumption constant by using dual-rail logic split in True and False networks. The
rationale is to have one network consume power, while the other does not. One ad-
vantage of the hiding technique is to provide natural protection against fault attacks
as explained in Sect. 4.4.

In this chapter we focus on two major countermeasures, masking and hiding. In
particular, we discuss various differential logic styles that are well suited for FPGAs.
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4.3 Countermeasures Based on Masking

4.3.1 Masking Principle

The masking countermeasure is certainly less complex to implement in FPGAs than
elsewhere as it is applied at the architectural level only. Masking is performed on
internal variables that are transformed into shares of masked variables and the mask
itself. Software and hardware implementations both take advantage of this counter-
measure, which has been the subject of many studies [2, 8, 19, 34]. The masking
technique relies on concealing internal sensitive variables x by a mask m which
takes random values. The internal variable x does not exist as a net in the cryptosys-
tem but can be reconstructed by a pair of signals (m, x,, = x 6 m), where x,, is the
masked variable and 6 is an operation which can be Boolean or arithmetic. Boolean
masking uses the bit wise exclusive-or (xor) operation:

Xm =X P m,
whereas arithmetic masking typically uses a modulus operation on a finite field:

Xm =X +m (modn) or
X =X *m (mod n),

where n = 2¥| = 2I"l is equal to the number of values of the sensitive value or of
the mask.

Indeed, for a correct masking scheme, the mask (and therefore the masked data)
must be uniformly distributed throughout the secure data flow.

Another way to use the mask is the “random pre-charging” method [7]. This con-
sists in temporal stages alternating between the mask m and the internal variable x.
As a result, power consumption, which is mainly caused by the Hamming distance
of two consecutive values, is not directly correlated with x. The drawback in hard-
ware implementation is a decrease in throughput which is approximately a factor of
2 compared to “spatial” masking.

The implementation of masking is simple when the function f has the following
linearity property:

Jf@xOm) = fx)0f (m),

where 6 is still a group operation.

The value of f(x) can be reconstructed from the application of f(x6m) and
f(m)~!, hence the computation of f(x) can be extracted at the very end of the
algorithm. This avoids direct leakage of information as xfm and m are independent
from x (as in Shannon’s notion of “one-time pad” [50]).

If f is non-linear, the masking structure becomes more complex as f(x) cannot
be reconstructed mathematically from f(x6m) and f (m).! In symmetrical cipher-
ing algorithms, the non-linear part corresponds to the S-boxes S. A common tech-
nique applied in software is to use a specific memory acting as a LUT S,,, such that

I At least, not in a straightforward manner, i.e. without inverting f if it is invertible.
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S (x @& m) = S(x) & m. Consequently the size of this memory to implement the
new table increases from 2" to 22", n being the number of bits of the mask.
Figure 4.2 illustrates the complexity change when this masking scheme is used.
It should be noted that it is not secure in hardware, because the register trans-
fers unmask the data. The leakage, in the Hamming distance [53] model (which is
implicit in FPGAs), is expressed as:

x®m BSx)Em=x® S(m).
—— —_——
initial value final value

For AES, masking can take advantage of the fact that the S-box is a combination of
the inverse function in GF(ZS) and an affine function as proposed in [2] and [61].
However this implementation is very sensitive to zero-value attack [18]. This attack
can be prevented by using the implementation proposed by Oswald in [39], which
takes advantage of the multiplicative masking in GF(4) with only a slight increase
in complexity.

4.3.2 Masking Implementations and Vulnerabilities

The robustness of masking countermeasures based on Boolean operators are prov-
able against first order attacks [6], a first order attack being an attack where only
the variable x is considered. However masking logic is sensitive to Higher-Order
Attacks (HO-DPA) [35], where the attacker uses multiple observations of the same
sensitive variable or multiple correlated variables. HO-DPA efficiency is directly
related to the knowledge of the leakage, the way to observe the correlated vari-
ables [55] and the complexity of the masking implementation [2, 39, 40]. A pitfall
introduced by the masked logics is the leakage of sensitive information through
glitches. Unless special care is taken, the glitches can indeed depend on unmasked
sensitive information, since some gates are likely to combine the masked data with
the mask, thereby generating temporarily unprotected transitions [30]. Some special
gates [12, 17] or synthesis techniques [37, 38] have been proposed to counter this
effect.

In this chapter we will explain the HO-DPA on the classical hardware masking
implementation referred to as “zero-offset” [62] and is illustrated in Fig. 4.3.

In the “zero-offset” circuit the second-order DPA can be performed by using ob-
servations of both the masked data x,, = x & m and the mask m that are computed
concurrently. In order to understand the second-order DPA principle, let us con-
sider the PMF (Probability Mass Function) of the activity corresponding to those of
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Fig. 4.3 ‘Zero-offset” 3
masked DES, implemented b X P M|
with ROMs o m -
k b,
- Dy Pa
ROM v A,
S’ Y
R(S)M > N
L A, A,
).
S(xzok)em m

the combined X and M registers in Fig. 4.3. The activity of these two registers is
expressed by:

A=HWI[A(x,k)® A(m)]+ HW[A(m)]. 4.1)
Where A expresses the distance of a register output, i.e.

A(x,k)ZX@S(X@k),
Am)=m®dm'.

If the registers have four bits (as for DES implementation), there are five possible
PMFs depending on the HW (A(x, k)) values, when the key is correct, as shown at
the top of Fig. 4.4.

When the key is incorrect, the leakage corresponds to that of function A de-
scribed in Equation 4.1 where:

e x is uniformly distributed in [0x0, 0x£f], because the guessed key is wrong,
e m is uniformly distributed in [0x0, 0xf], because the mask is random and un-
known to the attacker.

An HO-DPA attack of special interest is the mutual information analysis (MIA)
introduced by Gierlichs [15].

It uses the Mutual Information M1(O; A(x, k) & A(m) + A(m)) as a distin-
guisher to build the attack, where optimized attacks close to MIA for example, vari-
ance based power attacks (VPA) [29] or entropy based power attacks (EPA) [28] can
be devised.

4.3.3 Example of Protection for DES

Let us consider the “zero-offset” implementation of DES studied at UCL [54]. Its
iterative architecture is illustrated in Fig. 4.5. This algorithmic masking associates a
mask (M L, M R) with the plaintext (L, R).

At each round i € [0, 16][, one intermediate mask (M L;, M R;) is calculated in
parallel with the intermediate cipher word (L;, R;). If we leave aside the expansion
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Fig. 4.4 PMFs corresponding to the five possible values of HW (A(x, k))

E and the permutation P, the DES [1] round function f is implemented in a masked
way by using a set of functions S and a set of functions §’:

SEm ®k)=SxOmek)=Sxdk)®dm’,

4.2)
m =8, ®k,m)=Sx®mek,m).

The variable m’ is a new mask that can be used again in the next round.

The set of functions S contains the traditional S-boxes applied on masked inter-
mediate words. The size of each S is 64 words of 4 bits when implemented with a
ROM. The function S’ is a new table which has a much greater ROM size of 4 K
words of 4 bits, as there are two input words of 6 bits.

To mitigate the attacks on “zero-offset” implementations one possible solution
is to balance the distribution. Authors in [27] propose to “squeeze” the leakage by
inserting specific bijections before and after storing the mask. These bijections can
be part of the “masked” ROM, see Fig. 4.6. The intermediate data (e.g. Sboxes out-
put) have been protected by the same strategy, so as to ensure seamless “squeezing”
throughout the combinational logic.

For AES, the implementation of the masked SubBytes structure S’ would lead
to ROM memory blocks with size 2'® words of 8 bits, which represents a huge
increase in complexity. It is thus preferable to use substitution boxes with operators
computing in smaller fields than GF(2%) as in [39].
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Fig. 4.5 Masked DES datapath

Another possible solution is reduce the implementation cost by regenerating m’
from Eq. (4.2):

m=Sx®k®dm)dS(x k). 4.3)

This implementation called “universal S-Box masking” (USM) is illustrated in
Fig. 4.7. It is such that some non-masked values (namely the S-box input and out-
put) appear clearly in the implementation. This undoubtedly represents a potential
threat. The size is merely increased by a factor of 2 due to the fact the S-box are du-
plicated. This is much less than the increase proposed in [54] where look up tables
are 4 K x 4 memories.

In order to protect the USM implementation, the above mentioned squeezing
leakage principle can be applied. The protected USM is shown in Fig. 4.8. It is
composed of layers of the encoded table including input and output bijections. The
bijections have to be chosen to ensure the maximum possible balance between the
distribution of activity for the right key. For instance a robustness evaluation facil-
itates this choice. The bijections for the expansion and the permutation of DES are
linear (“XOR with constant” operation) as these functions split the 32-bit words.
However it is important to use non-linear bijections (at least 3 bits) for the S-Box ta-
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ble as the Hamming distance reveals the unmasked value if linear bijection are used.
The tables are implemented either in LUT networks or FPGA embedded RAMs.

These implementations were tested in a STRATIX II FPGA which is based on
an adaptive LUT Module (ALM) cell. They were compared with unprotected DES,
masked ROM and masked USM implementations without any leakage squeezing.

Table 4.1 summarizes the memories needed for each implementation and the
estimated throughput.

These results show that in hardware implementations, the leakage squeezing
method has little impact on complexity and speed. Moreover the USM implemen-
tation is particularly efficient as it avoids the use of large ROMs while maintaining
high throughput.
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Robustness can be evaluated by using the theoretical framework introduced by
Standaert et al. in [52]. The authors suggest analyzing side channel attacks with
a combination of information theoretic and security metrics. These metrics aim at
evaluating the amount of information provided by a leaking implementation and the

possibility to turn this information into a successful key recovery.

Figure 4.9(a) shows the mutual information values obtained for each kind of
implementation on simulated traces with respect to an increasing noise standard
deviation over [0.1, 10] (i.e. an increasing SNR over [—20, 20]).

Table 4.1 Complexity and speed results. “I. s.”” denotes the “leakage squeezing” countermeasure

Implementation ALMs Block memory M4Ks Throughput
[bit] [Mbit/s]

Unprotected DES (reference) 276 0 0 929.4

DES masked USM 447 0 0 689.1

DES masked ROM 366 131072 32 398.4

DES masked ROM with 1. s. 408 131072 32 320.8

DES masked USM with L. s. 488 0 0 582.8
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Fig. 4.9 Mutual information metric computed on several DES implementations

These results demonstrate the reduction in information leakage implied by the
use of the leakage squeezing technique. As expected, the two implementations based
on leakage squeezing leak less information than the zero offset implementation and
the unprotected DES for all SNRs. Figure 4.9(b) is a zoom on the evolution of
the mutual information in the case of the implementations based on the leakage
squeezing technique in order to compare them.

Next real attacks were carried out on real power consumption traces in both the
“zero offset” and “USM with squeezed leakage” implementations. For each sce-
nario, a set of 25,000 power consumption traces was acquired using random masks
and plaintexts. The first order success rate as described in [52] was calculated for
different attack distinguishers; VPA [29], EPA [28] and MMIA [16]. The result is
given in Fig. 4.10.

We can see that the attacks based on various distinguishers perform well in the
“zero offset” implementation but not in the leakage squeezing implementation.
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4.3.4 Example of Masked Processor for a Software
Implementation

As explained in Chap. 2, experimental results suggest that pipelined processors in-
crease the risk of SCAs, and have to be considered with care. A typical masking
implementation for embedded processors in FPGAs requires some considerations.

One solution consists in implementing a dual pipelined datapath. Basically, the
idea is to introduce a special datapath for the mask itself, which can be coupled to the
classic RISC pipeline. Hence, instead of directly handling raw data, the processor
operates on a dual datapath with masked data. The main role of the new datapath is
to keep the corresponding mask for each masked data along the pipeline.

By far, the main difficulty is encountered during the EX stage, where all mathe-
matical operations are implemented. As a first hypothesis, the ALU operations are
not customized for any mask in order to compute the correct value. Also even if
SCAs are still effective on combinational logic, one may consider that the leakage
at the register stages is predominant. Indeed, to tackle clock skew issues, buffers
are used to drive long lines, involving thus increased power consumption at the reg-
ister level. This is especially the case for FPGAs. Hence, the ALU operations are
performed with unmasked data, whereas the EX pipeline registers are masked.

Moreover, RISC-based architectures are structured around load-store instruc-
tions. All potential critical data coming from the data memory use load instructions
and could take advantage of a masking scheme when going to the register banks.
This approach not only offers the advantage to handle any instruction using a mask-
ing scheme but also provides a full compatibility with the processor’s instruction
set.

A MicroBlaze instruction set compliant processor, the SecretBlaze [3], has been
developed for Xilinx FPGA. It implements the ideas of the RISC-based masked dat-
apath. Among different types of masking, the boolean masking was chosen because
of its low overhead cost and its good integration into the pipeline. Hence, the masked
data result from XOR operations between the raw data and the mask values.

The SecretBlaze provides a dual datapath, two register files, a MAsked Memory
Unit (MAMU), and a pseudo random generator (PRNG). The PRNG generates a 32-
bit mask value at each clock cycle. The goal of the MAMU is to manage memory
accesses with a static mask. Figure 4.11 illustrates the core block diagram of the
SecretBlaze. The main differences from the original MicroBlaze are highlighted in
gray.

The masking strategy is performed whenever a new value is loaded from the data
memory. The loaded data is immediately XORed with the mask generated from the
PRNG. The effect of the static mask is afterward removed. Both, the masked data
and the mask itself, are stored respectively into the register file and the mask register
file during the next clock cycle. As a consequence, no unprotected data is stored into
register files of the processor. By analogy, store instructions follow the same scheme
in reverse.
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Fig. 4.11 SecretBlaze Block Diagram

For all instructions, the data have to be unmasked for the inputs of the ALU.
Although another PRNG would have been the most secured solution, the mask of
the first operand is XORed with the value of the PRNG in order to reduce the gate
cost of the datapath (the XOR operation between two random numbers is a random
number). The same remark can be made for the MA stage. Finally, instructions
involving address computations such as loads, stores, as well as branches, have to
be unmasked for the address assignments. This poses no significant threat because
the addresses do not contain any sensitive information.

The performance and the resource impact of the proposed countermeasure were
evaluated with an overhead of 80% of extra flip-flops, owing to the introduction of
the PRNG and mask pipeline registers. Then, we observe a slight increase in the
usage of slices and LUTs (4+30%), related to extra-logic for the datapath of the
mask. In terms of performance, the operating frequency is only reduced by 11.2%.

In order to evaluate the robustness of the masking technique, attacks were con-
ducted on the processor running a software DES program, with and without the
countermeasure at the hardware level. Results obtained show that the masked Se-
cretBlaze offers a better resistance against DEMA of approximately a factor 2 during
the execution of the critical instructions.

Figure 4.12 illustrates the DEMA obtained with 50,000 electromagnetic traces.
Unlike the results observed in Chap. 2, this picture shows the efficiency of the pro-
tection, since the correlation at the different stages of the pipeline is no more rel-
evant. However, the EX stage of the XOR instruction is still a weak point of the
architecture. The conclusion to be drawn from these considerations is that the ALU,
more generally combinational logic, is still a critical security issue in FPGAs, even
registers are more numerous and more energy-consuming. Further investigations
should be conducted to identify alternatives for securing the ALU of the processor,
like hiding techniques detailed in the next section.
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Fig. 4.12 DEMA traces obtained for the first sub-key of the DES software implementation with
the SecretBlaze (blue = wrong key hypothesis, black = good key hypothesis) (color online)

4.4 Countermeasures Based on Hiding

4.4.1 Hiding Technique

The Hiding technique consists in achieving constant power consumption whereas
Masking aims at averaging it. One way to obtain constant activity is to use differen-
tial logic characterized by the fact each variable is made up of two complementary
signals. This logic is such that when one signal switches, the other does not and
vice versa. This allows the design to be balanced in terms of activity since in CMOS
technology the main power consumer is the switching rate. To make sure the number
of transitions (0 — 1 or 1 — 0) remains constant, the computation has two distinct
stages:

1. A Precharge stage to reset all the signals in a known state, and
2. An Evaluation stage where the computation is performed with a fixed number
of transitions.
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The differential logic is also called “Dual Rail with Precharge Logic (DPL)” be-
cause the two signals from the same variable need twice as many routing resources.
Therefore the complexity is at least twice that of an unprotected implementation.

The DPL signalization of the variable a is conveyed by two wires (a;, ay) for
each Boolean variable, g, is the TRUE signal and a is the FALSE. The state of the
variable is either:

e NULL = (0,0) or (1, 1) while in Precharge.
e VALID € {(0, 1), (1, 0)} while in Evaluation.

Therefore, every evaluation consists in the transition of exactly one wire
((0,0) = (0, 1) or (0,0) — (1,0)). If the design is properly balanced, which tran-
sition actually occurred is indiscernible by an attacker. The computation with DPL
logics is a structure of a TRUE and FALSE networks with possible crossing wires
interpreted as inversions. Although perfectly sound at logical level, in practice, DPL
ends up being implemented in physical devices where the timing parameters impact
the balance between the TRUE and FALSE networks. This unbalanced behaviors
can damage the level of protection provided by DPL logics. Between the precharge
to evaluation, and vice-versa, there may be:

1. Spurious transitions, referred to as glitches, that negate the hypothesis of activity
invariability.

2. Early Evaluation (EE) effects. This takes place if the gate switching depends on
the difference between the arrival time of the inputs.

3. Technological Bias (TB). This flaw results from the imbalance between the dual
signals. It can be caused by manufacturing dispersion, by the place-and-route
stage or merely by the types of gate driving the true and false networks. This
could be exploited by an attacker who measures the signal from one wire of a
pair.

In this section, we focus on the different styles that map very well in FPGAs:
WDDL [58], STTL [43], BCDL [11, 36].

4.4.2 WDDL and Its Variants

The Wave Dynamic Differential Logic (WDDL) proposed by Tiri [58] is one of the
simplest DPL logic styles.

The NULL state (0, 0) is propagated by a wave of (0, 0) pairs through the netlist
thanks to the use of positive gates. A Boolean function f is said to be positive if for
two Boolean variables x and y:

x-y=x = f)=f).

This type of function corresponds to an assembly of AND and OR gates. Fig-
ure 4.13 illustrates a two-input “AND2” gate, the logic network TRUE T receives
the two TRUE inputs a; and b;. The dual “OR” function is implemented by the
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Fig. 4.13 “AND” WDDL
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F network which receives the FALSE inputs ay et by. Thus T (x) = H(x) and
F(x) = H(x), F(x) can be obtained by using the De Morgan’s law.

Non-positive logic like inverters or NAND gates are implemented by crossing the
two networks. The number of Flip-Flops is necessarily multiplied by four. These are
duplicated for the two TRUE and FALSE networks and also for the precharge and
evaluation stage as shown in Fig. 4.14.

The timings in Fig. 4.15 show that the number of transitions is the same (two)
during the Precharge = Evaluation stage and vice-versa. As in CMOS technologies,
power consumption is directly correlated with this number, the logic is reputed to
be balanced.

The positivity of WDDL ensures the absence of glitches in the complete netlist.
However, as shown in [56, 57], WDDL is prone to early evaluation (EE). The early
evaluation effect is due to the difference in timing between two variables of one gate.
This timing difference is transferred to the WDDL gate output during the transitions
Precharge < Evaluation. Figure 4.16(b) illustrates the principle of early evaluation
for a 2-input AND gate and its dual 2-input OR gate, as represented in Fig. 4.13.
Output switching At#; is different from Aty and therefore can reveal information
about the state of the inputs.

In addition, WDDL still has technological bias (TB) i.e. imbalance between the
dual TRUE and FALSE networks at both structure and routing levels. Constraining
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routing is not so easy in FPGAs because the interconnect structure is confiden-
tial. The two causes of imbalance plus the EE effect have enabled some attacks on
WDDL circuits, as described by the authors of WDDL themselves in an ASIC [60]
or independently in an FPGA [44].

The impact of the place and route (P/R) steps on the timings of dual rail designs
is of major importance to obtain dual rail balance and thus reduce the correlation
between the processed data and power consumption. Without any P/R constraints
it was shown in [44] that WDDL is attackable. Novel P/R strategies that take ad-
vantage of FPGAs with cells composed of two-output LUTs have appeared. For
instance in [45] the balancing strategy is to place and route the gate in the same
STRATIX IT ALM.

Some variants of WDDL have been devised to facilitate the balance of the WDDL
networks. For instance Double WDDL (DWDDL) was introduced in [63] to coun-
terbalance one unbalanced network with a dummy dual one. The main drawback of
DWDDL is its complexity which is double that of WDDL.

Isolated WDDL (IWDDL) [31] is a different strategy to separate a WDDL netlist
into two unconnected halves. Here, inverters are kept but a potential glitch is stopped
by systematically inserting one register after it. This strategy is expensive in terms
of gate complexity and requires a redesign of the controller. Additionally, the de-
sign becomes much more pipelined, which requires much higher clock frequencies
to maintain an acceptable throughput. However, the advantage of this approach is
stopping the propagation of the EE wave.

As DWDDL and IWDDL are complex but theoretically robust, one point is ques-
tionable: won’t completely separating the netlist open the door to well located EMA
attacks that can selectively record the activity of one specific part of the circuit, thus
defeating the activity invariability property.

4.4.3 Synchronized Logics: STTL, BCDL

Another strategy to get rid of the early evaluation effect is to synchronize the vari-
ables before starting the gate evaluation and precharge stages. However, to make
sure no glitches occur, the following conditions have to be met:
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Fig. 4.17 Two-input AND - 5 at -
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1. Evaluation starts after all the input signals are valid.
2. Precharge starts by following one of these two rules:

e Rule sync-1: Precharge starts after all the inputs becomes NULL.”
e Rule sync-2: Precharge starts before the first input becomes NULL.

If the precharge is always late (rule sync-1), the gate outputs need to be mem-
orized. While for rule sync-2 no memorization is necessary but there is a specific
precharge signal.

STTL In [43], the authors suggest using an additional third wire to synchronize
the input arrivals by using C-elements to create the Secure Triple Track Logic
(STTL), like in Asynchronous logic. In this case, rule sync-1 applies. This third
wire should indicate whether the output data is stable (and thus valid) or not. Fig-
ure 4.17 displays different implementations of a dual rail two-input AND gate.

Figure 4.17(a) represents the basic dual rail AND in asynchronous logic. Fig-
ure 4.17(b) is a more secure dual rail AND gate, also called SecLib [22] where
the two dual outputs are balanced. Figures 4.17(c) and 4.17(d) represent the STTL
AND gate, with a more compact triple rail AND in (d). Operator C stand for a C-
element [49], (Z =(a+b)-c+Z-(a+b+c)),and C’ for a generalized C-element.
Implementations (b), (c) and (d) are power balanced. However, the third rail in (c)
and (d) must fulfill a timing constraint to effectively obtain a quasi data independent
timing behavior at block level.

The validity output pin ZV of triple rail gates is controlled by buffers, three in
the case of Fig. 4.17(d). These buffers ensure that the delay ®v in propagation from
the validity inputs (av, bv) to the output ZV remains greater than the delays ®d
from (al, a0, b1, b0) inputs to the data outputs (Z0, Z1). Note that the number of

2NULL is the value in precharge phase.
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buffers must be defined by the designers to guarantee that this timing characteris-
tic is satisfied even in the presence of output load mismatches introduced by the
place and route step as described in [43]. With such design guidelines of triple rail
gates, we can confidently guarantee that the time at which a triple rail gate fires is
independent of the specific data processed by its containing block.

Figure 4.18 illustrates this key characteristic of secure triple rail logic. After the
firings of av, bv, cv and dv (assumed to occur at the same time without loss of gen-
erality), €0, el, f0 and f1 fire first. Then, the firing of ev and fv occur, which in
turn triggers g0 or g1, followed by guv, since validity rails have a longer propagation
delay. Thus the firing of triple rail gates is triggered by the validity rails character-
ized by a switching speed lower than that of data rails. In other words, the validity
rail array (arrows in Fig. 4.18) operates as a backbone of the logical block, sequenc-
ing the events independently of data processing (dashed arrows in Fig. 4.18).

During the firing sequence, the time at which 0 (f0, g0), el (f1, gl) settle
may diff, due to possible output load mismatches. This is represented by the gray
rectangles on Fig. 4.18. However, these arrival time mismatches do not affect the
firing of the following gates, which are triggered by the validity rails. This charac-
teristic avoids the effect of load mismatches piling up on timing along data paths.
This guarantees quasi data independent power consumption and computation time
at the block level.

BCDL Balanced Cell-based Differential Logic (BCDL) [11, 36] is a synchronized
logic which takes advantage of a global signal that allows the designer to both reduce
the complexity of the design and speed up the calculation. This global precharge sig-
nal called PRE allows rule sync-2 to be fulfilled, and as a result, no memorization
function, such as C-elements, is needed.
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Fig. 4.19 The basic BCDL Bundle data

cell !
| a
3 b T St
| U/PRE
|
| a
I
! bf F Sf
Fig. 420 Timing : T
optimization in the DPL ' WDDL or b L2 -
protocol when the precharge ! Basic BCDL !

time is reduced z ‘ z

) ,
[ precharge I evaluation I precharge I evaluation j
| ) i

Speed-optimized BCDL

t pre. j( evaluation I pre. I evaluation ]
CT/ T T2
1.5xT

The basic BCDL gate is presented in Fig. 4.19. Synchronization is performed by
a “unanimity to 1 operator on the left side of the figure and can operate on a bundle
of data.

The global PRE signal is constrained to be faster than any inputs. Consequently
when the U /PRE of Fig. 4.19 falls to 0 = the precharge is forced, and when U /PRE
rises to 1 = the evaluation begins after “unanimity to 1”.

As the calculation in Tables T and F can be completely separated, the complexity
of the tables is reduced as they receive 2”2 inputs rather than 2" in others DPL,
n being the number of gate inputs. Therefore the implementation with embedded
RAM in FPGAs is appropriate. Another complexity gain is the ease of implemen-
tation of 2-input gates as they are not limited by the positiveness constraint. For
instance, a XOR BCDL gate including synchronization can be done in one ALM of
STRATIX II or one LUT6 (dual LUTS) in VIRTEX 5 families.

As the BCDL design allows squeezing of the precharge step, it can compute
about 75% faster than WDDL because the precharge is global. This possibility is
depicted in Fig. 4.20.

Table 4.2 gives the complexity and speed of an AES implementation in a
STRATIX FPGA for WDDL and BCDL.
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Table 4.2 Complexity and speed of an AES implementation in WDDL and BCDL

ALM Reg RAM Max. freq. Max. throughput
No protection 1078 256 40 Kb 71.88 MHz 287.52 Mbps
WDDL 4885 1024 - 37.07 MHz 74.14 Mbps
BCDL 1841 1024 160 Kb 50.64 MHz 151.92 Mbps
Fig. 421 MDPL AND gate Majority
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4.4.4 DPL with Masking: MDPL

Masked Dual-rail with Precharge Logic (MDPL [41]) is an attempt to fix the oth-
erwise imbalance of WDDL. The assumption is that, in some conditions, it may be
difficult to constrain a router to balance the differential interconnect. Indeed, the two
solutions available in the literature, namely the fat wire [59] and the backend dupli-
cation [20] methods, apply primarily to ASICs. Transposition to FPGA is possible,
although with less fine grained control over the result [21]. For this reason, MDPL
swaps the true and the false routes with a random mask, so as to protect from fatal
routing unbalance. By the same token, it makes up for the structural unbalance of
the dual pair of gates. The only gates involved in the logic are majority functions,
both for the true and the false networks. Figure 4.21 represents the MDPL AND
gate. When the random mask m is 0 the TRUE network performs the AND, whereas
the FALSE network performs the OR, which is the dual gate of AND, it is the other
way round when m is 1.

Although MDPL fails to provide a solution to the early evaluation and precharge
of WDDL as presented in [42], it could be efficient against the TB effect. It has
been shown that the mask itself could be attacked [46]. Consequently MDPL was
enhanced and became the improved MDPL (iMDPL) by adding a synchronization
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stage [24]. The Dual Rail switching Logic (DRSL) [10] is very similar to iMDPL
and more dedicated to ASIC. However it has been shown in [11] that without P/R
care the DRSL can generate glitches when returning to the precharge phase. Syn-
chronized logic like BCDL can take advantage of the random masking to mitigate
the TB if few constraints apply during the P/R phase. For instance, BCDL with a
mask (MBCDL) would need an extra mask input to the evaluation tables for random
swapping of the TRUE and FALSE networks.

4.4.5 Intrinsic Fault Resilience of Dual-Rail With Precharge
Logics

Single bit faults are inefficient against DPL because they turn a VALID data into
a NULL token, that propagates and results in a non-exploitable error since it hides
the faulted value. This is the typical scenario described in the seminal paper [48],
introducing the intrinsic immunity of DPL against some classes of DFA.

Highly multiple faults ((1,0) < (0, 1)) randomly generate a large quantity of
NULL values along with some more unlikely but devastating bit-flips. However,
as NULL values are systematically propagated, they proliferate very quickly after
some combinatorial logic layers traversal. And as they have the nice property of
being able to contaminate VALID values, the risky coherent bit-flips (simultaneous

0> 1and 1 = 0 in one dual-rail couple) is very likely to be jammed through the
propagation towards the algorithm output. This absorption property is all the more
efficient as the number of NULL generated by the multiple faults is high. There-
fore, the only way to inject a ‘poisonous’ fault is to stress the circuit sufficiently to
generate multiple faults, without nonetheless creating too many faults so as to leave
a chance for them not to be absorbed during their percolation towards the outputs
[4, 23].

4.4.6 Comparison of DPL Families

Table 4.3 compares robustness, speed and complexity of a few DPLs. In fact, it is
difficult to evaluate robustness fairly, as the DPL countermeasure depends on the tar-
get technology and the quality of the P/R stages. However most non-synchronized
DPL, such as WDDL and MDPL have been attacked without any particular P/R ef-
fort [42, 44, 57]. The analysis of DPL robustness is still an ongoing research project.
Some ideas come from the information theory with mutual information analysis [15]
and the stochastic approach [47]. In Table 4.3, robustness against SCA is indicated
by the logic capacity to be insensitive to early evaluation and technological bias.
The fault column indicates if the logic able to cope with symmetric fault (faults be-
ing ‘1’ or ‘0’), which is preferable, rather than asymmetric. Fault detection can be
combinatorial or sequential. If it is sequential the cost is higher.
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Table 4.3 Comparison of robustness, complexity and speed of a few DPLs

Logic Compl. Speed Robust. SCA Robust. FA Design Constr.
EE T. B. Fault Det.

WDDL * <1/2 asym comb Positive gates

MDPL * <1/2 v asym comb MAJ gate + RNG

STTL * <1/4 4 sym seq 50% more wiring

DRSL * <1/2 partly v sym comb + RNG

IWDDL <1/2-n v asym comb superpipeline

BCDL ok >1/2 v sym comb

MBCDL * >1/2 v v sym comb + RNG

Table 4.4 Hardware countermeasures overhead
Countermeasure None: reference Masking Hiding: WDDL Hiding: BCDL

Period 1 ~ 1x ~2x e[1,2]x
Area: gates 1 2% ~2X ~2x
Area: memory 2" xm 22" xm 22" % 2m 2"F s 2m

Two stars in the complexity column means that the DPL needs less gates/
memories to be implemented. The ratio with an unprotected implementation is given
in the speed column. If the ratio is greater than 1/2, this means the DPL has an ac-
celerated precharge stage, like for BCDL. Finally the design constraints are listed,
for instance the needs of an RNG.

4.5 Comparison of FPGA, ASIC and Software Countermeasures

As shown in 4.3 and 4.4, FPGAs and ASICs allow for the implementation of mask-
ing and hiding techniques that do not affect the processing speed too much. Those
targets are indeed much easier to protect than software targets, since the designer has
full control over implementation. Instead, on a processor, only some instructions are
available, which makes the implementation of countermeasures very awkward.

The overhead of hardware implementations is given in Table 4.4. Regarding hard-
ware countermeasures, it is remarkable that the throughput is almost unchanged. In-
deed, the mask can be processed in parallel, the only interaction between the several
shares occurring during recombination, merely consists in xor operations. In dual-
rail logics, the precharge inevitably causes a dead cycle for each evaluation cycle.
And since, in addition, some gates cannot be used for all logics (for instance, posi-
tive gates are required in WDDL), the complexity and speed results are worse than
without protection. Thus, the throughput is about halved in WDDL. BCDL has the
special feature that the precharge cycle can be shrunk, which results in an overhead
in terms of throughput that is less than a factor of two. Regarding the number of
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resources required to implement the countermeasures, they are about doubled, since
two paths are created both for masking and hiding strategies. The biggest difference
comes from the RAMs. In masking, unless special structures can be used (such as
the factorizing of the S-Box in AES), the number of address bits for the masking is
doubled. The same goes for the hiding style, where the number of output bits is also
doubled. BCDL is an exception, as the precharge is global. Thus only one additional
input bit is required (for the precharge global line) to zero the dual-rail output.

The difference between FPGAs and ASICs is due to the fact that RAMs are avail-
able in larger quantities in FPGAs. Thus makes all the countermeasures presented
in this section especially attractive. In addition, the FPGAs can take advantage of
their reconfigurability capability to mutate their implementation, thereby preventing
some attacks that rely on the hypothesis of constant architecture.

Comparing the overhead of Hardware versus Software implementations is more
difficult. First of all, no software “hiding” countermeasure has been proposed so far.
Regarding masking, it is usually accepted that an overhead of 100 for the throughput
is a reasonable approximation. The advantage of hardware is thus clear.

4.6 Conclusions

Cryptographic algorithms can be mapped without difficulty in FPGAs. Although
these targets are a priori leaking more than ASICs, thanks to their genericity, they
also welcome traditional countermeasures, typically those based on masking and
hiding. Programming these countermeasures was shown to be feasible, and a num-
ber of case-studies have been cited. We conclude that the remarkable property of
countermeasures in hardware is that they have almost no affect on the throughput of
the algorithm. This contrasts greatly with software countermeasures, which are con-
siderably slowed down when a rigorous masking is enforced. Also, the reconfigura-
bility of FPGAs enables algorithmic countermeasures, such as period implementa-
tion update, which impedes attacks that rely on a stable side-channel measurement.
This potentiality is rarely addressed in the literature; it is clear that such high-level
countermeasures can be further enhanced for greater system-level security.
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