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Abstract
The need for time-efficient simulation is increasing in all engineering fields. Potential improvements in computing speeds are provided by multi-core chips and parallelism. However, the efficient numerical integration of systems described by equation oriented languages requires the ability to exploit parallelism. This paper investigates the problem of the efficient parallelization of hybrid dynamical systems both through the model and through the solver. It is first argued that the parallelism is limited by dependency constraints between sub-systems, and that slackened synchronization between parallel blocks may provide speed-ups at the cost of induced numerical errors, which are theoretically examined. Then two methods for automatic block diagonalization are presented, using bipartite graphs and hypergraphs. The application of the latter method to hybrid dynamical systems, both from the continuous state variables and discontinuities point of view, is investigated. Finally, the model of a mono-cylinder engine is analyzed from equations point of view and a possible split using the hypergraph method is presented and discussed.
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1. Introduction
The design and validation of complex systems, like cyberphysical systems which include both physical and computational devices, is costly, time consuming and needs knowledge and cooperation of different disciplines [15]. For example, vehicle power-trains belong to such category and require the coordinated design of both mechanical, electrical, thermodynamic and chemical models (from a physical point of view) and many-sided controllers (from a computational point of view).

A global simulation is needed at an early stage to speed-up the design, development and validation phases. The main purpose of the numerical simulation is, when an analytical solution cannot be derived, to approximate as faithfully as possible the behavior of the complex dynamic system. In other words, bounding and minimizing the simulation errors is an important goal of numerical simulations so that the designers can be confident with the prediction.

Simulating complex systems is time consuming in term of calculations, and reaching real-time is often out of the capabilities of single processors. Parallel computing can be performed by splitting the models into several sub-models that are concurrently simulated on several processors to ensure the compliance with the real-time constraints.

The data dependencies due to the coupled variables between sub-models lead for waiting periods and idle processor time, decreasing the efficiency of threaded parallelism on the multicore platform. Therefore these dependency constraints should be relaxed as far as possible. However, to avoid too large numerical errors in the simulation results, a minimal synchronization between sub-models must be achieved, and the parallelism between computations must be carefully restricted.

The relaxation of the synchronization constraints, while guaranteeing correct simulation results, needs to split the model properly before distribution over several CPUs. An efficient decomposition relies on knowing how and where to cut in order to decouple subsystems as far as possible. Relaxed data dependencies may lead to slack synchronization between sub-models, until reaching an acceptable trade-off between the computation costs and the simulation precision.

The aim of this paper is to propose approaches for the time-efficient and real-time simulation of hybrid dynamical systems, showing two techniques of parallelization which can be combined to reach complementary objectives:

- Parallelization across the model where the delay error due to the model decomposition is evaluated to determine the involvement and the weighting of each of its elements, and consequently to know how to act for the error reduction. The parallelization approach is based on a system
splitting using the block-diagonal forms of state and event incidence matrices.

- Parallelization through the solver where a new method of parallelization at the event detection and location level is presented. The parallelization approach is situated on the solver level using the block-diagonal form of the event incidence matrices.

This paper is organized as follows. First, a formal model of a hybrid dynamic system is established. After that, delay errors due to parallelization across the model are evaluated in the context of real-time simulation. Then a study of system splitting using the block-diagonal form of incidence matrices, related to states and events, is performed. Finally, a case study concerning a mono-cylinder engine model is presented and test results are performed by analyzing the relationships between the states, the events and the states/events together.

2. Related Work

In the context of the co-simulation or the parallelization across the model, where the system is split into several sub-systems and simulated in parallel on different processors, several works already targeted the real-time distributed simulation of complex physical models. In [9], the study focused on the case of fixed-step solvers. Then, in [2], the study was extended to examine the case of variable-step solvers. Besides, in [16] distributed simulation was performed in Modelica [11], using a technology based on bilateral delay lines called transmission line modeling (TLM) combined with solver in-lining. The TLM technique consider the decoupling point when the variables change slowly and the time-step of the solver is relatively small, so that the decoupled subsystems can be considered as connected by constant variables.

Another kind of parallelization is called parallelization through the solver. It concerns the execution of the model on a single thread while its numerical resolution is parallelized. It relies on using well known parallel approaches for solving the required steps of the used solver. For example, parallelizing matrix inversions, which are needed when using an implicit method (see [17] and [12]) and parallelizing operations on vectors for ODEs resolution by separating them into modules (see PIVODE in [7] implemented using MPI (Message-Passing Interface) technology).

3. Problem Formalization

In this kind of cyber-physical systems the physical part is modeled in the continuous-time domain using hybrid ODEs. It belongs to the hybrid systems category because of some discontinuous behaviors, that correspond to events triggered off when a given threshold is crossed. Controllers, which interact with physical parts, represent computational models. They are modeled on the discrete-time domain and sampling is a mixture of time-driven and events-driven features.

Let us provide a formal model, considering a hybrid dynamic system $\Sigma$ whose continuous state evolution is governed by

$$\dot{X} = f(t,X,D,U) \quad \text{for} \ t_n \leq t < t_{n+1}, \quad (1a)$$

$$Y = g(t,X,D,U). \quad (1b)$$

where $X \in \mathbb{R}^{n_x}$ is the continuous state vector, $D \in \mathbb{R}^{n_d}$ is the discrete state vector, $U \in \mathbb{R}^{n_u}$ the input vector, $Y \in \mathbb{R}^{n_y}$ is the output vector and $t \in \mathbb{R}^+$ is the time.

$(t_n)_{n \geq 0}$ is a sequence of strictly increasing time instants representing discontinuity points called "state events", which are the roots of the equation

$$h(t,X,D,U) = 0. \quad (2)$$

$h$ is usually called zero-crossing function or event indicator, used for event detection and location [18].

At each time instant $t_n$, a new continuous state vector may be computed as a result of the event handling

$$X(t_n) = I(t_n, X, D, U), \quad (3)$$

and a new discrete state vector may be computed as a result of discrete state update

$$D(t_n) = J(t_{n-1}, X, D, U), \quad (4)$$

If no discontinuity affects a component of $X(t_n)$, the right limit of this component will be equal to its value at $t_n$.

This hybrid system model is adopted by several modeling and simulation environments and is underlying the functional mock-up interface (FMI) specification [6].

We assume that $\Sigma$ is well posed in the sense that a unique solution exists for each admissible initial conditions $X(t_0)$ and $D(t_0)$ and that consequently $X, D, U,$ and $Y$ are piecewise continuous functions in $[t_n, t_{n+1})$.

The system must be split for numerically integration on a set of $P$ cores. The objective is to speedup the simulation through the exploitation of parallelism, while keeping the following objectives in mind [2]:

- minimization of the delay errors, which are related both to the dependency constraints and to the distribution of the state variables;
- optimization of the computational resource usage through load balancing and idle time avoidance: high CPU utilization is influenced by the size and independence of the computational tasks;
- minimization of the number of solvers interrupts due to discontinuities unrelated with the local sub-system: discontinuities need that the corresponding numerical solver must be stopped and restarted, therefore introducing computation overheads;
- keeping an acceptable level of numerical stability and accuracy.

4. Evaluation of Delay Errors due to Decoupling

4.1 Context and Motivation

To begin with something simple, assume now that the system can be split into two subsystems as in Figure 1.
For simplicity, the analysis is focused only on continuous time-invariant models. In the following, we will denote by \( x(n) = x(t_n) \). Therefore, the system can be written as:

\[
\begin{align*}
\dot{x}_i &= f_i(x_i, x_j, U_i) \\
Y_i &= g_i(x_i, x_j, U_i)
\end{align*}
\]

and \( \dot{Y}_j = f_j(x_i, x_j, U_j) \). In other words, \( X = [x_i, x_j]^T \).

Here \( U_i \) are the inputs needed for \( \Sigma_i \) and \( U_j \) are the inputs needed for \( \Sigma_j \). In other words, \( U_i \cup U_j = U \) and \( U_i \cap U_j \) can be an empty set or not according to the achieved decoupling.

In the same way, \( Y_i \) are the outputs produced by \( \Sigma_i \) and \( Y_j \) are the outputs produced by \( \Sigma_j \). In other words, \( Y_i \cup Y_j = Y \) and \( Y_i \cap Y_j = \emptyset \).

After parallelization, as shown in Figure 1, each subsystem \( \Sigma_i \) have a private subset \( U_i \) as input vector and a private subset \( Y_i \) as output vector, and the direct interaction between subsystems are only due to a subset made of variables of the state vector. Hence the focus is now on the internal data flow, i.e. the shared state variables to be identified between subsystems are only due to a subset made of variables of the state vector. The analysis and results carried out in this case will be further applied to the large problem with \( N \) state variables \( X = [x_1 \ldots x_N]^T \). Therefore, a backup of \( x \) correspond to a synchronization between dependent variables \( x_i \) and \( x_j \) where \( j \neq i \).

Assume that \( x \) is integrated every step \( h_k \). As a first case, we consider that the value of the state variable \( x \) is saved every integration step in order to be available for the next computation. As a second case, we just consider the availability of an old saved (delayed) value at \( n - \alpha \).

**Case 1:** \( x(n+1) = x(n-\alpha) + \sum_{k=n-\alpha}^{n} h_k \cdot \ddot{x}(k) \)

**Case 2:** \( \ddot{x}(n+1) = x(n-\alpha) + \sum_{k=n-\alpha}^{n} h_k \cdot \ddot{x}(n-\alpha) \)

The error resulted from the difference between (6) and (7) (see Figure 3) is represented by \( e \):

\[
e(n + 1) = x(n + 1) - \ddot{x}(n + 1) = \sum_{k=n-\alpha}^{n} h_k \cdot (\ddot{x}(k) - \ddot{x}(n-\alpha)) = e(n) + h_n \cdot (\ddot{x}(n) - \ddot{x}(n-\alpha))
\]

**4.2 Evaluation of Delay Errors in a Basic Problem**

In order to evaluate the influence of using a delayed value of \( x \) in \( f(.) \) due to the lack of communication at processing time, let us start by a simple case with a single state variable \( x \). The analysis and results carried out in this case will be further applied to the large problem with \( N \) state variables \( X = [x_1 \ldots x_N]^T \). Therefore, a backup of \( x \) correspond to a synchronization between dependent variables \( x_i \) and \( x_j \) where \( j \neq i \).

To show up the delay \( \tau \) in the expression of \( e \), (8) is rewritten in the temporal form

\[
e(t_{n+1}) = e(t_n) + h_n \cdot (\ddot{x}(t_n) - \ddot{x}(t_n - \tau)) \text{ where } \tau = t_n - t_{n-\alpha}
\]

Let \( e_n(t_{n+1}) \) be the current error generated at \( t_{n+1} \). So, the final error \( e(t_{n+1}) \) is the result of the accumulation of a past error \( e(t_n) \) and the current error \( e_n(t_{n+1}) \). As a conclusion, two conditions must be met to achieve a correct result:

**Figure 1.** System splitting for parallelization

**Figure 2.** System’s internal composition

**Figure 3.** Errors due to delays
• $e_i(t_{n+1}) < \epsilon_{loc}$: allowed local error
• $e(t_{n+1}) < \epsilon_{glb}$: allowed global error

4.3 Evaluation of Delay Errors in a General Problem

The analysis and results made in the previous case (the basic problem) will be applied to the following larger problem with $N$ state variables $X = [x_1, \ldots, x_N]^T$.

Assume that a given system $\Sigma$ is split to two separated subsystems $\Sigma_A$ and $\Sigma_B$ with state vectors $X_A$ and $X_B$ such as $X_A \cup X_B = X$ and $X_A \cap X_B = \emptyset$. Then assume that they are integrated with a variable time-step $h_k$ for $X_A$ and $h_{\ell}$ for $X_B$. Besides, they are synchronized every period $P$, where $P >> h_k$, in order to exchange some updated data.

The aim is to find an evaluation of the error, caused by the lack of an updated data during a delay $t$, at any given time $t_k$ for $X_A$ and $t_\ell$ for $X_B$, which may be a synchronization time or to an integration time between two checkpoints.

Thereby, the delay $\tau$ is represented by the difference between the current integration time $t_k$ and the last synchronization time $t_s$ as follow

$$\tau = t_k - t_s$$

where $t_s$ is computed as follow

$$t_s = P \left\lfloor \frac{t_k}{P} \right\rfloor$$

in order to have

$$t_s = \begin{cases} \frac{l \cdot P}{(l-1) \cdot P} & \text{when } t_k = l \cdot P, \quad l \in \mathbb{N}^+ \\ \frac{t_k}{P} & \text{when } t_k < l \cdot P, \quad l \in \mathbb{N}^+ \end{cases}$$

which leads to

$$\tau = \begin{cases} 0 & \text{when } t_k = t_s \\ \tau > 0 & \text{when } t_k > t_s \end{cases}$$

Therefore, the resulted error at $t_{n+1}$ in the subsystem $X_A$ denoted by $E_A(t_{n+1})$ will be the difference between $X_A(t_{n+1})$ and $\tilde{X}_A(t_{n+1})$ deduced from (14) and (15).

$$X_A(t_{n+1}) = X_A(t_k) + h_k \cdot f_A(X_A(t_k), X_B(t_k)), \quad k \in \{0, \ldots, n\} \quad (14)$$

$$\tilde{X}_A(t_{n+1}) = \begin{cases} X_A(t_k) + h_k \cdot f_A(\tilde{X}_A(t_k), \tilde{X}_B(t_k) - \tau) & k = 0 \\ \tilde{X}_A(t_k) + h_k \cdot f_A(\tilde{X}_A(t_k), \tilde{X}_B(t_k) - \tau) & k \geq 1 \end{cases} \quad (15)$$

In other words,

$$E_A(t_{n+1}) = \sum_{k=0}^{n} E_A(t_k) + h_k \cdot [f_A(X_A(t_k), X_B(t_k)) - f_A(\tilde{X}_A(t_k), \tilde{X}_B(t_k) - \tau)]$$

$$= E_{A,p}(t_k) + E_{A,s}(t_{n+1}) \quad (16)$$

where

$$E_{A,s}(t_{n+1}) = h_k \cdot [f_A(X_A(t_k), X_B(t_k)) - f_A(\tilde{X}_A(t_k), \tilde{X}_B(t_k) - \tau)]$$

$$E_{A,p}(t_k) = \sum_{t_p} E_A(t_k) \quad (17)$$

Here $E_{A,s}(t_{n+1})$ is the current error generated at $t_{n+1}$ whatever a synchronization or not. So, the global decoupling error $E_A(t_{n+1})$ is the result of the accumulation of a past errors $E_{A,p}(t_k)$ and the current error $E_{A,s}(t_{n+1})$.

As a conclusion, to achieve a correct result, two conditions must be met for the current (local) error and the global error:

• $E_{A,s}(t_{n+1}) < \epsilon_{loc}$
• $E_A(t_{n+1}) < \epsilon_{glb}$

These conditions can be satisfied by acting on some parameters. In fact, in (17), the delay error depends on the integration steps $h_k$ and on the delay $\tau$. The delay $\tau$ depends on the last synchronization time $t_s$, which itself depends on the synchronization period $P$, and on the current integration time $t_k$. In other word, the delay error depends on the size and number of integration steps since the last synchronization. Indeed, the step size gives an idea of the sharpness of the state variations, and numerous small integration steps denotes large variations between successive updates. Fast variations of the state variables are not only related to the system stiffness, but also especially to the presence of discontinuities. Therefore delay errors are strongly related with discontinuities, whose location and dependencies deserve to be carefully examined when splitting the system.

In addition, the delay error size increases with the number of dependencies between the subsystems. Obviously, if $X_A$ is independent from $X_B$, no synchronization error can be generated. If conversely $X_A$ depends on all the state variables of $X_B$, the errors may increase considerably. Thus the objective is to choose cuts in the system to minimize the data exchanges and to control the growth of the integration errors.

4.4 Delay Errors in a Real-time Simulation

Up-to-now, the delay errors are evaluated in the case where the integration of all subsystems was exactly finished at the synchronization point. In fact we consider that the synchronization points are deadlines, without worrying about what happens inside at each integration step. The previous study just treated the case of hard real-time constraints where all the deadlines are met.

To speed-up the simulation, waiting periods should be eliminated. These idle times occur at the synchronization points when one or more sub-systems are waiting for the end of integration of the other sub-systems. Therefore, this time can be decreased by using slackened synchronization [5]. It means that, at the synchronization points, a subsystem which needs variable does not wait for its integration to be completed, but uses the last available value. Indeed this relaxation induces a cost in term of delay error, which must be re-evaluated to check the trade-off between simulation speed and accuracy.

Assuming that only the last integration step before the synchronization can be missed, the value and production time of the last completed integration step before the synchronization, (denoted $t_p$ for $X_A$ and $t_{\ell}$ for $X_B$) must be known: $t_p = t_k - h_k$.

Assume that the synchronization deadlines are always missed, so that the error $E_A$ is always computed from the
last completed integration step. Thereby, the delay \( \tau \) computed beforehand in (10) is no longer valid but is as follow:

\[
\tau = t_k - t_p
\]

In other words, instead of \( \tilde{X}(t'_k - \tau) = \tilde{X}(t_k) \), now
\[
\tilde{X}(t'_k - \tau) = \tilde{X}(t'_p)
\]
leading to

\[
E_{A,i}(t_{n+1}) = h_n[f_A(X_i(t_n), X_k(t_n)) - f_A(\tilde{X}_i(t_n), \tilde{X}_k(t'_p))]
\]

(18)

Here the two equations (17) and (19) are equivalent, the only difference lies in the expression of \( \tau \).

5. System Splitting Using Block-diagonal Forms

As mentioned before, the purpose is to optimize the exploitation of the parallelism of the sub-systems while keeping the previously evaluated delay error due to the decoupling under control. Two methods have been analyzed for this aim, the first is related to the states to reduce the data-flow due to coupling variables between sub-systems. The second one is related to the events, to reduce integration interruptions, and also to minimize event detection and location via a complementary kind of parallelization through the solver.

5.1 Accounting for the State Variables

To reduce the data exchange between two sub-models and to prioritize these swaps inside one sub-model, the dependencies between the state variables must be evaluated. It can be done either by a direct access to the incidence matrix that describes the coupling between the state variables and their derivatives, or by computing the Jacobian matrix.

A Jacobian matrix is a matrix of all first-order partial derivatives of a vector function \( f = [f_1, f_2, \ldots, f_N]^T \) regarding another vector \( X = [x_1, x_2, \ldots, x_N]^T \). An \( N \times N \) Jacobian matrix denoted by \( J \) has the form:

\[
J = \begin{bmatrix}
\frac{\partial f_1}{\partial x_1} & \frac{\partial f_1}{\partial x_2} & \cdots & \frac{\partial f_1}{\partial x_N} \\
\frac{\partial f_2}{\partial x_1} & \frac{\partial f_2}{\partial x_2} & \cdots & \frac{\partial f_2}{\partial x_N} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial f_N}{\partial x_1} & \frac{\partial f_N}{\partial x_2} & \cdots & \frac{\partial f_N}{\partial x_N}
\end{bmatrix}
\]

If there is a zero element in the Jacobian, i.e., \( \frac{\partial f_i}{\partial x_j} = 0 \), it means that \( f_i \) is not influenced by \( x_j \). However, \( f_i \) is actually \( \dot{x}_i \). In other words, \( x_i \) does not depend on \( x_j \). In the same way if \( \frac{\partial f_i}{\partial x_j} \neq 0 \), it means that \( x_j \) depends on \( x_i \). Moreover, the numerical value of \( \frac{\partial f_i}{\partial x_j} \) gives a measure of the sensitivity of \( \dot{x}_i \) w.r.t. \( x_j \).

This leads to conclude that the Jacobian matrix can be seen as an incidence matrix which provides useful information about data dependencies between state variables. This could be used for an effective system splitting. So that, when transforming the matrix into a block-diagonal form by permuting rows and columns, the blocks represent the independent subsystems. It may happen that a total block-diagonalization is not possible so that the final transformed matrix presents some coupling rows and/or column, this denotes the presence of irreducible dependencies between subsystems.

5.2 Accounting for the Discontinuities

To minimize the delay error while optimizing the exploitation of the parallelism across the model, it is also crucial to reduce the number of discontinuities inside each sub-model, so that still variations of the state variables are limited. This procedure induces another benefit, as reducing the number of interrupts for each solver reduces re-starting overheads and improves the integration speed.

The events incidence matrix describes the relationships between events. Block-diagonalizing this matrix allows for separating the discontinuities and scatter them in the different sub-models.

Furthermore, the events incidence matrix block-diagonalization also leads to a kind of parallelization across the solver. In fact, the system resolution, including events handling, consists of 4 steps as mentioned in Figure 4.

5.3 Permuting Sparse Rectangular Matrices for Block-diagonal Forms

Two methods and associated software tools have been evaluated to perform the system diagonalization. Note that the original state variables of the system are preserved and that diagonal forms are produced only through permutations.

5.3.1 Bipartite Graph Model

A matrix \( A \) is transformed to a bipartite graph model. This graph is used by a specific tool to partition it, then to get a doubly bordered block-diagonal matrix \( A_{DB} \). In particular, the matrix has a block-diagonal form with non-zero elements on its last rows and columns as in Figure 5.

McTiS [13] is a software aimed to partition large graphs. The used algorithms are based on multilevel graph partitioning, which means reducing the size of the graph by collapsing vertices and edges, then partitioning the smaller graph, and finally uncoarsening it to construct a partition for the original graph.

The block-diagonal form is performed by permuting rows and columns of a sparse matrix \( A \) to transform it into a K-way doubly bordered block-diagonal (DB) form \( A_{DB} \). It has a coupling row and a coupling column.
The representation of the nonzero structure of a matrix by a bipartite graph model reduces the permutation problem to those of graph partitioning by vertex separator (GPVS).

For example, let $A$ be the following matrix:

$$
A = \begin{pmatrix}
1 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 & 1 \\
1 & 0 & 1 & 1 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 & 1 \\
1 & 0 & 0 & 0 & 0 & 1 \\
\end{pmatrix}
$$

An undirected graph $G = (V, E)$ is defined as a set of vertices $V$ and a set of edges $E$. The corresponding bipartite graph for MeTiS is built by replacing the rows and the columns by vertices and the non-zeros are represented by edges. After transformation, MeTiS partitions the graph as shown in Figure 6.

The objective of MeTiS when partitioning is to:

- Minimize the size of the separator because it implies the minimization of the border size.
- Balance among sub-bipartite graphs because it implies a balance among diagonal sub-matrices.

5.3.2 Hypergraph Model

A matrix $A$ is transformed to a hypergraph model. An hypergraph $H = (U, N)$ is defined as a set of nodes (vertices) $U$ and a set of nets (hyper-edges) $N$ among those vertices.

This hypergraph is used by a specific tool to partition it, then to get a singly bordered block-diagonal matrix $A_{SB}$ as in Figure 7, where the matrix has a block-diagonal form with non-zero elements only on its last rows.

PaToH (Partitioning Tools for Hypergraphs) [19] is a multilevel hypergraph partitioning tool that consist of 3 phases as for MeTiS: coarsening, initial partitioning, and uncoarsening. In the first phase, a multilevel clustering, that correspond to coalescing highly interacting vertices to super-nodes, is applied on the original hypergraph by using different matching heuristics until the number of vertices drops below a predetermined threshold value. Then, the second phase corresponds to partition the coarsest hypergraph using diverse heuristics. Finally, in the third phase, the obtained partition is projected back to the original hypergraph by refining the projected partitions using different heuristics.

The block-diagonal form is performed by permuting rows and columns of a sparse matrix $A$ in order to transform it into a $K$-way singly bordered block-diagonal (SB) form $A_{SB}$. It has only a coupling row. For this reason, this method of block-diagonalization will be selected for the later study.

The corresponding hypergraph graph of the matrix $A$ (20) for PaToH is build by replacing the rows and the columns of the matrix by nets and nodes respectively. The number of pins is equal to the number of non-zeros in the matrix. After the transformation, PaToH partitions the hypergraph as as it is shown in Figure 8.

The objective of PaToH when partitioning is to:

- Minimize the cut size because it implies the minimization of the number of coupling rows.
- Balance among sub-hypergraphs because it implies a balance among diagonal sub-matrices.

In conclusion, the method using the bipartite graph model as MeTiS generates a doubly bordered block-diagonal matrix. To further reduce the coupling row and the coupling column to a single coupling row, the Ferris-Horn (FH) algorithm [10] uses a column splitting method. Unfortunately, the number of rows and columns of the matrix must be increased. In contrast, the method using the hypergraph model as PaToH directly generates a singly bordered block-diagonal matrix which means only a coupling row without adding an intermediate method. Therefore PaToH...
will be used for the block-diagonalization of matrices in the following case study.

6. Analysis of System Splitting using an Hypergraph Model through a Case-study

In this study, a Spark Ignition (SI) mono-cylinder engine has been modeled (see Figure 9) with 3 gases (air, fuel and burned gas). It was developed using the ModEngine library [3]. ModEngine is a Modelica [11] library that allows for the modeling of a complete engine with diesel and gasoline combustion models. It contains more than 250 sub-models. A variety of elements are available to build representative models for engine components. ModEngine is currently functional in the Dymola tool 1.

6.1 Engine Modeling

The considered mono-cylinder model is characterized by a number of:

- State variables: \( n_X = 15 \)
- Events: \( n_Z = 111 \)
- Discrete variables: \( n_D = 93 \)

The state variables \( x_i \ (i = 1, ..., n_X) \) are defined as follows:

<table>
<thead>
<tr>
<th>ID</th>
<th>Name</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>( X_0 )</td>
<td>CrankAngle</td>
<td>Crank Shaft angle</td>
</tr>
<tr>
<td>( X_{1-3} )</td>
<td>mEvapo[3]</td>
<td>Gas mass evaporated due to injection in global Mass balance equation</td>
</tr>
<tr>
<td>( X_4 )</td>
<td>qvAlfa</td>
<td>Current released heat generated by the combustion process</td>
</tr>
<tr>
<td>( X_5 )</td>
<td>mrefAlfa</td>
<td>Burned mass fraction during combustion process</td>
</tr>
<tr>
<td>( X_6 )</td>
<td>combuHeatRelease</td>
<td>Output current combustion heat released</td>
</tr>
<tr>
<td>( X_{7-9} )</td>
<td>mCombu[3]</td>
<td>Gas mass derivatives due to combustion in global Mass balance equation</td>
</tr>
<tr>
<td>( X_{10-12} )</td>
<td>M[3]</td>
<td>Mass of gas</td>
</tr>
<tr>
<td>( X_{13} )</td>
<td>Energy</td>
<td>Energy contained in the cylinder</td>
</tr>
<tr>
<td>( X_{14} )</td>
<td>cylinderTemp</td>
<td>Output temperature in the cylinder</td>
</tr>
</tbody>
</table>

1 http://www.3ds.com/products/catia/portfolio/dymola
The events \( z_i \) (\( i = 1, \ldots, n_Z \)) and discrete variables \( d_i \) (\( i = 1, \ldots, n_D \)) are defined by the “when” blocks as follows:

\[
\text{when } (z_i) \text{ then } \\
\text{ } \quad d_i = \ldots \\
\text{elsewhen } !(z_i) \text{ then } \\
\text{ } \quad d_i = \ldots \\
\text{end when;}
\]

The statements that are between the “then” and the “elsewhen” or the “end when” are called the event handler, it represents the consequence of the event.

6.2 State and Derivatives Incidence Matrices

At first glance, the number of coupled state variables is 6 among 15. In fact, \( \dot{X}_{13} \) is only influenced by the state variables \( X_0, X_{10}, X_{11}, X_{12}, X_{14} \) as shown in Figure 11.

Thus far, considering only the incidence state matrix, only 40% of the state variables are directly computed from the other states, while the others depend on external inputs (or even remain constant on some particular trajectories of the state space, e.g. when imposing a constant velocity of the crank).

The same result is found for events. In fact, the number of active events is 39 among 111, as the previous cited involved state variables directly affect values of 39 events as shown in Figure 12.

However, if the state variables \( X \) can affect the events \( Z \), the events can also change the state variables values. In order to construct its corresponding matrix, both the incidence matrix that defines the discrete variables \( D \) influenced by the events \( Z: Z \rightarrow D \) (see Figure 13) and the incidence matrix that defines the derivatives of the state variables \( X \) influenced by the discrete variables \( D: D \rightarrow X \) (see Figure 14) are carried out.

Thus the incidence matrix \( Z \rightarrow \dot{X} \) is deduced by transitivity in Figure 15.

Figure 15 shows that the previous identification of some state variables as not coupled (based on incidence state matrix Figure 11) and events influenced by state variables (Figure 12), is no longer true. In fact, now 13 state variables among 15 appear in this incidence matrix. Note that now only the state variables corresponding to \( X_1 \) and \( X_3 \) do not appear in this incidence matrix, this is due to the fact that these variables are inhibited momentarily to test a particular scenario.

By combining the two matrices in Figures 12 and 15, an incidence matrix between events and state variables can be achieved as in Figure 16.

Once unnecessary states and events are eliminated and only involved ones are kept, the interrelation between state
variables and events in both directions shows that it is
difficult to separate or split the system.
Besides, from Figure 12 (\(X \rightarrow Z\)) and Figure 15 (\(Z \rightarrow X\)), the state incidence matrix can be built differently than
in Figure 11, by passing through the events as it is shown
in Figure 17.

Using this construction through the events \(Z\), it appears
that the state derivative \(X_{14}\) is also depending on \(X_{10}\), \(X_{11}\)
and \(X_{12}\). Therefore, in order to determine correctly the
relationships between the variables, it is important to use
all the available system data, directly and by transitivity.

6.3 Incidence Event Matrix

The incidence event matrix can be built by transitivity. In
fact, using the incidence matrix that define \(Z \rightarrow D\) (see
Figure 13) and conversely the matrix that define \(D \rightarrow Z\),
the incidence event matrix \(Z \rightarrow Z\) can be deduced as it is
shown in Figure 18.

As shown previously, it is hard to split the system based
on the relationship between events \(Z\) and discrete variables
\(D\). However, with the incidence event matrix, it is possible
to transform it into a block-diagonal form with three blocks
using PaToH and to consider each block as a subsystems
where all the related discontinuities belong to the same
entity (see Figure 19).

These blocks can be parallelized and we can hope the
execution time to be reduced. In fact, the event detection,
the event location and the restart of the solver increase
the integration time as shown in Figure 20. In short, for
the mono-cylinder integrated by the variable-step solver
LSODAR, the average execution speed drops down to 4
times in case of events handling, and sometimes even up
to 60 times. This confirms the interest on both limiting the
number of interrupts inside each block of the model due to
the events and parallelizing the event location through the
solver.
7. Summary and Future Directions

The various methods studied in the paper aim to contribute to speed-up the numerical integration of hybrid dynamical systems, eventually until reaching a real-time execution, while keeping the integration errors inside controlled bounds. Speed-ups can be achieved through an adequate partition of the original system where the interactions between the resulting sub-systems are minimized, so that they can be efficiently integrated in parallel.

Slackened synchronization, as analyzed theoretically in Section 4, allows for minimizing the number of integration interrupts and for using optimized integration parameters on each node (as illustrated experimentally in [2]). However the corresponding induced delays between the subsystems must be limited to keep the integration errors under control.

The particular case study shows that it is not easy nor intuitive to know how to split a system, neither from a physical point of view nor from the relationship between the states and the events. In fact, the matrix between the coupled states and events is not sparse, so it is not possible to transform it into a block-diagonal form.

However, the incidence events matrix more likely seems to be sparse and its transformation to a block-diagonal form is feasible. Thus a relevant way to parallelize this particular system seems to perform it through the solver, leading to parallelize the steps corresponding to events handling which are costly for the numerical resolution (as already observed and plot in Figure 20).

Future works intend to practically evaluate the achievable speedups. This requires to extend the tool-chain of Figure 10, by developing a multi-thread runtime system able to take into account the parallelization choices presented in this paper. Then an engine with 4 cylinders will be studied to compare the split performed from a physical point of view in [2] to the combined use of the analytic approaches described in sections 4 and 5.
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