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Abstract. This paper presents two anonymisation methods to process
an SMS corpus. The first one is based on an unsupervised approach
called Seek&Hide. The implemented system uses several dictionaries and
rules in order to predict if a SMS needs anonymisation process. The
second method is based on a supervised approach using machine learning
techniques. We evaluate the two approaches and we propose a way to
use them together. Only when the two methods do not agree on their
prediction, will the SMS be checked by a human expert. This greatly
reduces the cost of anonymising the corpus.

1 Introduction

In the past few years, SMS (Short Message Service) communication has become
a veritable social phenomenon. Although numerous scientific studies (namely in
the fields of linguistics, sociology, psychology, mass communication, etc.) have
been conducted on this recent form of communication, there remains a general
gap in our accumulated knowledge of the subject. This is mainly due to the fact
that researchers have limited access to suitable data for their studies. Typically,
they require large volumes of authentic data for their work to be significant.

The international project sms4science (http://www.sms4science.org/) aims
at building and studying precisely such a body of data by collecting authentic
text messages from different parts of the world. In the context of the sud4science
project (http://www.sud4science.org/), over 90,000 authentic text messages in
French have been collected. But the publication of these resources requires to
meticulously remove all traces of identification from each SMS. In order to per-
form this anonymisation task, we have developed the Seek&Hide4 software [1].
After the summarisation of the principle of this system, this paper focuses on
machine learning approaches in order to predict SMS to anonymise.

In this paper, we begin by introducing the distinctive aspects of our work
by looking at pre-existing anonymisation techniques (section 2). We present two
solutions: the first one based on rules (section 3) and the second one based on
machine learning (section 4). A combined approach is finally proposed in section
5. To conclude our study, we present and discuss the obtained results (section
6).
4 Not ”Hide and Seek”, but ”Seek and Hide”: with this tool, we seek to hide words

that are to be anonymised.



2 Related work

Anonymisation is indispensable when one seeks to mask an individual’s identity.
For example, this is essential before the distribution of court orders pertaining
to children, juvenile delinquents, victims of sexual harassment, etc. [2], or when
one needs to put together a medical corpus [3,4]. In the medical field, it is cus-
tomary to resort to automatic anonymisation techniques using rules and medical
dictionaries in order to process the most common cases [2,5,6,7,8]. These systems
primarily aim at the automatic recognition of names, dates, places, and other
elements which could lead to the identification of people covered by publication
restrictions. Generaly the used methods to recognize Named Entity are based
on specific rules and dictionaries. Moreover, supervised methods can be applied.
For instance [9] have trained several classifiers, and they have combined decision
functions for an anonymisation task.

We agree with [10] that the process of anonymisation cannot be entirely auto-
mated. Their work focuses on the creation of an interface by which the researcher
can identify personal data and decide whether or not to render it anonymous.
Given the size of our sud4science LR corpus (over 90,000 SMS), an automated
procedure considerably benefits the annotator, as shall be evidenced in our pa-
per. The distinguishing feature in our approach, as put forth by [11], is that we
take into consideration the numerous linguistic particularities of the forms used
in SMS writing.

[12] present the first freely available corpus of Dutch SMS, where anonymi-
sation was performed automatically by replacing sensitive data, including dates,
times, decimal amounts, and numbers with more than one digit (telephone num-
bers, bank accounts, street numbers, etc.), e-mail addresses, URLs, and IP ad-
dresses. [13] have collected about 60,000 SMS, focusing on English and Man-
darin Chinese. Previous works consider the same sensistive data: It seems that
no names (or nicknames) were automatically anonymised. We call attention to
the fact that our paper focuses on the most complex part of the anonymisation
process: that of the processing of first names.

Sometimes, the identity of the markers that need to be anonymised are trivial
names made up by the senders themselves, are subject to syntactic variations
(often significant) and become cultural footprints (nicknames, diminutives, rep-
etition of letters into the name) [14], i.e., in the following text message, ”cece”
requires anonymisation.

Coucou mon cece ! J’espere [. . . ]

Other anonymisation tasks are accomplished using regular expressions to
identify the appropriate words; for example, e-mail addresses, telephone num-
bers, and URLs.

In the following section we propose two anonymisation techniques which are
adapted to the demands of text messages.



3 Seek&Hide and anonymisation of SMS data

3.1 Principle

As stated in the previous section, our approach to anonymise/de-identify corpus
of French text messages is to adopt a two-phase procedure.

This two-way procedure ensures the dependability of the system: the com-
bined use of Natural Language Processing (NLP) techniques and human evalu-
ation helps minimise computer as well as human errors, greatly improving the
overall result.

Let us now take a deeper look into the workings of the system by considering
each of its processes individually.

The main purpose of the system is to process a corpus using (a) dictionaries
as reference material and (b) word-processing techniques so as to identify and
eventually hide words that have to be anonymised. This constitutes the prelim-
inary treatment of the corpus. Text messages that are processed by this phase
undergo the following transformation, the details of which are given in the next
paragraph:

”Coucou Patrice, ça va?” 7→ ”Coucou <PRE 7 17316>, ça va?”

When a word is anonymised, it is replaced by a code conforming to the
following format: <[Tag] [#characters] [cross-reference]> where ”Tag” indicates
the type of the word (e.g. First name, Last name). Thus, ”Patrice” is replaced
by < PRE 7 17316 > where:

– PRE → First name (prénom)
– 7 → number of characters in ”Patrice”
– 17316 → ”Patrice”’s ID in the dictionary of first names

3.2 Global Process

Having seen what Seek&Hide does in its automatic phase, let us now find out
how this is done. Seek&Hide operates in a three-part procedure:

(1) Pre-processing. Each SMS in the corpus, in its raw state, is basically
just a string of characters. In order for Seek&Hide to make any sense out of
this data, it needs to break the string of characters into words. This is the
pre-processing phase, called ”Tokenisation”. Once tokenised, the SMS becomes
a coherent sentence: a series of identifiable words. The SMS tokenisation is a
complex processing [15]. For an anonymisation task that does not need a precise
analysis of message content, such as ours, we consider that the simple use of a
”space” as separator for tokenisation is satisfactory.



(2) Identification. In this phase of the automatic process, Seek&Hide uses
a technique of identification which uses specific kinds of dictionaries to analyse
each word of an SMS. The idea behind is simple: each word of an SMS can either
be classified as ”To anonymise” or as ”Nothing to anonymise”. We thus use two
kinds of dictionaries corresponding to this classification, distinguishing them by
”Dictionary” and ”Anti-dictionary” on the basis of their content (pertaining to
the task of anonymisation):

– The ”Dictionary” contains words that need to be anonymised.
– The ”Anti-dictionary” contains words that do not require anonymisation.

The following list shows the different resources used as reference material to
identify the words in the text messages:

Dictionary: Dictionary of first names (21,921 first names)
Anti-dictionaries:

– Dictionary of inflected forms of the French language (LExique des Formes
Fléchies du Français, LEFFF)5 (105,595 lemmas),

– Dictionary of some forms used in SMS writing (739 words),
– Dictionary of places (9,463 cities and 194 countries).

Each word is then labelled according to its presence, or the lack of it, in the
dictionaries used by Seek&Hide (cf. Table 1).

(3) Treatment. The words of the corpus are processed according to their labels
and are thus (a) anonymised, (b) ignored, (c) highlighted. Words that could not
be identified in a dictionary, and words that were identified in both types of
dictionaries, are highlighted. These will be processed by users via a web-interface
of the system [1].

Table 1 summarises this treatment by giving the range of possible cases en-
countered. As can be seen, ”Cédric” is anonymised because it is identified only
in the dictionary (of first and last names). Similarly, ”crayon” is ignored as it
is identified only in the anti-dictionary (LEFFF). ”Pierre” and ”Namrata” are
problematic: ”Pierre” is ambiguous as it belongs to both, the dictionary and the
anti-dictionary. ”Namrata” is unknown as it belongs to neither of the dictionar-
ies. These two words are consequently highlighted for further processing. This
one is based on a semi-automatic system based on human-machine interactions.

Moreover, in order to take into account the specificities of the SMS data, we
added different heuristics to solve these cases:

Misspelled words: ex.: surment (instead of sûrement)
Words written without their accents: ex.: desole (instead of désolé)
Words with misplaced accents: ex.: dèsolè (instead of désolé)
Letter repetitions: ex.: nicoooolllaassss (instead of nicolas)
Onomatopoeias: ex.: mouhahaha
Omission of the apostrophe: ex.: jexplique (instead of j’explique)

5 http://www.labri.fr/perso/clement/lefff/



Concatenation: ex.: jtaime (instead of je t’aime)

These heuristics work particularly well for the SMS data because there are
a number of cases in text messages in which words are not always written using
their correct spellings. Performing an “accent-insensitive” word-search in such
cases, for example, is one of the heuristics employed by Seek&Hide. This and
other heuristic solutions are further discussed in [1].

Word Dico Anti-
dico

Label Treatment

Cédric yes no Dictionary Automatically anoymised
crayon no yes Anti-dictionary Ignored (not to be anonymised)
Pierre yes yes Ambiguous Candidate to anonymise
Namrata no no Unknown Candidate to anonymise

Table 1. Different cases to take into account.

In order to improve the system and to reduce the workload in the manual
validation phase, we decided to implement a second technique, based on super-
vised machine learning. These methods learn from annotated training data, and
are able to make predictions on new test data.

4 Machine learning approach to SMS anonymisation

We wanted to see if it is possible to train a classifier to decide which messages
need to be anonymised and which do not need. The classifier works at the SMS
level not at word level. That is, if there are no words to be anonymise, the clas-
sifier will signal that there is nothing to anonymise; but if there is one or more
words to anonymise, the classifier will signal that this SMS needs anonymisa-
tion. The reason we trained the classifier this way is that the data available for
training a classifier were labeled at message level (not at word level).

The features used by the classifier are inspired from the linguistics analysis
from the previous section. The values of the features are calculated by using the
lexical resources mentioned above.

Here is the list of features extracted from each SMS:

– The number of words from the SMS that are in the dictionary of abbreviated
forms specific to SMS texts (anti-dictionary).

– The number of words that are in the LEFFF dictionary of French (anti-
dictionary).

– The number of words that are in the dictionary of first names. We expect
this to be particularly useful for the class of messages to be anonymised.



– The number of words that are in the dictionary of country names.
– The length of the SMS.
– The number of words in upper case in the text.
– The average words length in the SMS.
– The number of pronouns in the text.
– The number of numbers.
– The number of punctuation tokens.
– Elongation: the number of words with elongated / repeated vowels.

For the features that count numbers of various elements, we experimented
with the counts and we also normalized by the length of each SMS, but the
results were similar, because most of the messages have similar lengths (usually
short texts).

The algorithm that we selected for the classification is the Decision Trees
algorithm (DT). In fact we tested several algorithms from Weka [16], but the
DT algorithm worked better than other classifiers that we tried and it has the
advantage that we can see what the classifier learnt by examining the learnt
decision tree. Other classifiers, such as SVM and Naive Bayes, learn separation
planes or probabilities, and these numbers are not understandable for a human
examiner.

We also experimented with several meta-classifiers, and the Bagging algo-
rithm based on Decision Trees was successful in improving the results with an-
other 2 percentage points (as it will be shown in Section 6.3). Bagging is a form
of voting with several classifiers trained on various parts of the training data, in
order to obtain a more generic classifier.

The following section describes how we can combine the learnt model (section
4) with Seek&Hide system based on the use of rules (section 3).

5 Discussion: How to combine both approaches?

Seek&Hide system predicts if it is necessary

– to anonymise the SMS (TA)
– to anonymise nothing (NTA)
– to give the SMS to the expert because the prediction is impossible (Un-

tagged).

The learnt model obtained by machine learning methods proposes two classes
(TA and NTA). So, we can combine both approaches to propose a general pre-
diction. This general prediction is based on the

– agreement/disagreement between Seek&Hide and the learnt model,
– class found with the learnt model if Seek&Hide can not predict.



Then the general prediction is based on the situation presented in Table 2.
The principle is to minimize the intervention of the expert. With the use of
both methods (i.e. Seek&Hide and the learnt model), the manual analysis by an
expert is useful only if there exists a disagreement between the two automatic
methods.

Seek&Hide Learnt model Action
(Machine leaning)

TA TA TA
TA NTA expert

NTA TA expert
NTA NTA NTA

Untagged TA TA
Untagged NTA NTA

Table 2. Different possible actions regarding the predictions of both systems
(Seek&Hide and learnt models).

6 Experiments

6.1 Experimental Protocol

Seek&Hide was tested on a sample of our SMS corpus containing 23,055 SMS
that were manually tagged as ”To anonymise (TA)” or ”Nothing to anonymise
(NTA)” by a student-annotator. During the acquisition of the corpus, a fourth
year student was employed for a three-month internship, in order to read the
incoming messages and make sure they respected certain rules and regulations.
He thus labelled those text messages that needed to be anonymised as ”To
anonymise” and those that were to be left as-is as ”Nothing to anonymise
(NTA)”. Out of the 23,055 SMS in our sample, 90.7% (i.e. 20,913 SMS) were
noted by him as NTA and 9.3% (i.e. 2,142 SMS) as TA.

In the following section, we propose a method of evaluation whereby Seek&Hide’s
results on the sample are compared with those of the student-annotator.

6.2 Global Analysis of Seek&Hide Results

Table 3 presents the SMS distribution in the sample according to 3 categories:
Those tagged TA, those tagged NTA, and those left untagged. The untagged
label corresponds to the text messages that our automatic system cannot tag
(TA or NTA) because they contain ambiguous and/or unknown words. These
will be processed via the web-interface of the semi-automatic phase of our tool.

We note that our system returns results for 65.3% of the sample corpus (i.e.
15,052 SMS with TA and NTA tags). The other part of the corpus (34.7 % of the



corpus left untagged) has to be processed by the semi-automatic system. In this
section we focus our analysis on the evaluation of the 15,052 SMS automatically
processed by Seek&Hide as NTA and TA. In this context, the confusion matrix
(see Table 4) shows a more detailed analysis of the results obtained.

The top left box indicates the number of true positives - TP (i.e. the 13,904
SMS correctly classified by the application as ‘NTA’), the top right, the false
negatives - FN (i.e. the 59 SMS classified as ‘NTA’ by Seek&Hide and ‘TA’ by
the student-annotator), the bottom left, the false positives - FP (i.e. the 413
SMS classified as ‘TA’ by Seek&Hide and ‘NTA’ by the student-annotator), and
the bottom right, the true negatives TN (i.e. the 676 SMS correctly classified
as ‘TA’). Note that correct and incorrect terms are based on the tags specified
by the student-annotator. A deeper analysis of Table 4 shows that Seek&Hide
predicts 13,963 SMS (i.e. first line of Table 4: 13, 904 + 59) that do not need
anonymisation (tagged NTA). Of these, only 59 SMS are irrelevant, when com-
pared with the manual evaluation done by the student-annotator. This shows
that the NTA-tagging performed by Seek&Hide is very efficient. However, the
Seek&Hide prediction of text messages that require anonymisation (i.e. second
line of Table 4) is not as good, as only 676 of 1,089 SMS are relevant.

In our case we obtain a value of accuracy at 0.96. This score validates the
relevance of our methods in predicting text messages that may or may not require
anonymisation.

Sample Processed Tag: TA Tag: NTA Untagged Total

By Seek&Hide 1,089 13,963 8,003 23,055
4.72% 60.57% 34.71%

Table 3. Results of the Seek&Hide System on the Sample Analysed by the Student-
Annotator.

Confusion Matrix Student-Annotator: NTA Student-Annotator: TA

Seek&Hide: NTA 13,904 59

Seek&Hide: TA 413 676

Table 4. Confusion Matrix

The following section presents results obained with other methods based on
machine learning approaches.

6.3 Global Analysis of Machine Learning Results

The first 4000 SMS texts from our corpus were selected as training data for the
classifier. The labels (to anonymise or not) were available from the student anno-



tator, as mentioned above. The reason to limit the size of the training data is that
we do not want to burden the human expert with a lot of manual annotation,
since the goal of the system is to save expert’s time for the SMS anonymisation
task. In fact, when we experimented with half the amount of the training data,
we obtained similar results.

In the 4000 training messages, there were 529 that were positive examples
(labelled with the class TA, to anonymise) and the rest of 3471 were negative
examples. With this high imbalance, the classifier learns mostly the characteris-
tics of the negative class. Such a classifier is not useful, since it would anonymise
only very few examples.

To deal with the high data imbalance, we use a simple undersampling tech-
nique. We balanced the training data by keeping only 529 of the negative ex-
amples. We successfully trained a classifier on the 1058 examples (529 positive
examples, 529 negative examples).

An example of learnt decision tree is presented in figure 1. Only a part of
the tree is presented, because it has 127 nodes, from which 64 are leaf nodes.
The leaf nodes contain the predicted class, followed in brackets by the number
of correct / incorrect instances from the training data classified into the node.
By examining the learnt decision tree, we note that the best feature, used in
the root of the tree is the number of words that start with capital letters. The
length of the words also seems to be important. We expected the occurrences
in the dictionary of First names to be higher up in the tree. Table 5 shows the
InfoGain values for each feature. The table ranks the features by their ability to
discriminate between the two classes, since the InfoGain measures the entropy of
classification when one feature at a time is used. We can see that the FristName
feature is the third most important.

Rank Feature InfoGain Value

1 UpperCase 0.2754
2 SMSLength 0.2121
3 FirstName 0.1366
4 Countries 0.0986
5 Cities 0.0986
6 WordLenght 0.0776
7 Numbers 0.0367
8 Elongations 0.0353
9 Abbreviations 0.034
10 Punctuation 0.0269
11 LEFFF 0.0262
12 Pronouns 0.000

Table 5. Importance of the features in the classification.



UpperCase <= 1
| Numbers <= 2: NTA (273.0/8.0)
| Numbers > 2
| | WordLength <= 5: NTA (5.0/1.0)
| | WordLength > 5: TA (18.0/3.0)
UpperCase > 1
| Numbers <= 3
| | UpperCase <= 2
| | | Punctuation <= 1
| | | | SMSLength <= 27: NTA (5.0)
| | | | SMSLenght > 27
| | | | | WordLength <= 7: TA (48.0/6.0)
| | | | | WordLength > 7: NTA (2.0)
......
| Numbers > 3
| | WordLength <= 5
| | | FirstName <= 7
| | | | Pronouns <= 0
| | | | | Elongations <= 0: TA (5.0)
| | | | | Elongations > 0
| | | | | | SMSLength <= 78: NTA (2.0)
| | | | | | SMSLength > 78: TA (4.0)
| | | | Pronouns > 0
| | | | | Punctuation <= 6: NTA (6.0)
| | | | | Punctuation > 6: TA (2.0)
| | | FirstName > 7: TA (35.0/3.0)
| | WordLength > 5: TA (94.0/4.0)

Fig. 1. Part of the learnt decision tree.

Table 6 presents some results of the Bagging DT classifier, by 10-fold cross-
validation. This standard evaluation technique in machine learning uses 9 parts
of the data for training and tests on the remaining part, then it repeats this for
other 9 parts. At the end, it averages over the 10 folds. The baseline in the table
is 50%, for a random classifier that would choose any of the two classes. The DT
algorithm achieves an accuracy of 77.8%, therefore it is much better than the
baseline. The meta-classifier (Bagging DT) reaches 79.4%. The performance for
each of the two classes is presented in terms of Precision (how many examples
classified into that class are correct), Recall (how many correct examples of that
class are retrieved) and F-measure (the harmonic mean of Precision and Recall).
The values in Table 6 show that the classifier is doing equally well for the two
classes.

We did additional testing for the machine learning method. We trained the
classifier on the entire training data, and we tested it on the next 2000 messages
from the corpus (from the 4000th SMS to 5999th). This is a realistic test set,
because the test data comes later in the time line, and it might have differences
compared to the training data. For this test, the accuracy of the Decision Tree
was 74.6% DT, while Bagging DT achieved an accuracy of 76.9%. The accuracy
is slightly lower than the one obtained by 10-fold cross validation. This shows
that the classifier is general enough to obtain similar results on new test data.



Classes Real: NTA Real: TA

Model: NTA 383 72
Model: TA 146 457

Class Precision Recall F-Measure

NTA 0.842 0.724 0.778
TA 0.758 0.864 0.807

Table 6. Machine learning results for each class (i.e., confusion matrix and
precision/recall/F-measure).

7 Conclusion and Future Work

The system proposed in this article performs the anonymisation/de-identification
of a corpus. To this end, it uses (a) a dictionary of first names and (b) anti-
dictionaries (of ordinary language and of some forms of SMS writing) to identify
the words that require anonymisation. Note that the adopted principle is suf-
ficiently generic for it to be adapted to various types of corpus, irrespective of
their language.

In its automatic phase, the system processes over 70% of the corpus. This
corresponds to the unambiguous text messages present in it: Those that contain
words that are neither unknown, nor ambiguous (found in both the dictionary as
well as the anti-dictionaries). A comparative analysis of its performance, based
on the manual evaluation of a significant albeit small portion of the corpus (i.e.
23,055 SMS), yielded positive results on 96% of the text messages processed
(whether considered to be anonymised or not to be anonymised).

As future work, two students will perform the task of anonymisation. A
thorough analysis on their part will allow us to improve our techniques and
enrich our dictionaries. Another immediate direction of future work is to design
more features for the supervised machine learning algorithms, in order to increase
their accuracy for this task.

We would also like to apply the tool and its associated algorithms to other
types of data (e.g., medical data) that require anonymisation/de-identification.
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