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Abstract. Many works have proposed architectures and models to incorporate
explanation within agent’s design for various reasons (i.e. human-agent team-
work improvement, training in virtual environment [10], belief revision [8], etc.),
with this novel architectures a problematic is emerged: how to communicate these
explanations in a goal-directed and rule-governed dialogue system? In this pa-
per we formalize Walton’s CE dialectical system of explanatory dialogues in the
framework of Prakken. We extend this formalization within the Extended CE sys-
tem by generalizing the protocol and incorporating a general account of dialec-
tical shifts. More precisely, we show how a shift to any dialogue type can take
place, as an example we describe a shift to argumentative dialogue with the goal
of giving the explainee the possibility to challenge explainer’s explanations. In
addition, we propose the use of commitment and understanding stores to avoid
circular and inconsistent explanations and to judge the success of explanation.
We show that the dialogue terminates, under specific conditions, in finite steps
and the space complexity of the stores evolves polynomially in the size of the
explanatory model.

1 Introduction

The design of explanation facilities for intelligent systems is an active research area
and a widely recognized problem [11,14] in Artificial Intelligence. In multi-agent sys-
tems (MAS), following the influential Walton and Krabbe typology of dialogues [21],
different dialogue types have been proposed. Negotiation dialogues deal with resource
limitation. Deliberation dialogues deal with planning collaborative actions. Persuasion
dialogues deal with resolution of conflicts of opinion.

When it comes to explanation between autonomous agents, the concept of dialecti-
cal explanatory dialogue has been addressed by [19,20] as a way to formalize explana-
tory dialogues within a dialectical system called CE. The dialogue takes place between
an explainer and an explainee, the goal is to get the explainee to understand something
whose truthfulness is agreed upon. As stated by Walton “CE represents a basic or min-
imal system of explanation dialogue that provides a beginning framework that is very
simple, but can be extended by constructing more complex systems” [19].

Building upon the state of the art, the objective of the paper is to provide a for-
mal framework of explanatory dialogue called ECE system (Extended CE system) that
extends and generalizes the CE system. The guidelines of the contribution lay in the
following points:



– Generalization: we generalize the sequential protocol of [19,20] and introduce a
more flexible protocol (liberal protocol) where the explainee and the explainer can
backtrack to early stages in the dialogue. We give a general account of dialectical
shifts in ECE and as an example we describe a shift to argumentative dialogue to
facilitate arguing over explanations (as argued for in [14]).

– Extension: we introduce commitment and understanding stores to avoid circular
and inconsistent explanations and to judge the success of explanation. We allow for
nested explanation requests and feedback when the explainee cannot understand
something in the explanation.

We formalize the ECE dialogue system in the general framework of [16] and mod-
ify it to suit the formal specification of an explanatory dialogue. We choose Prakken’s
framework for its flexibility and implementability in Prolog [4]. The ECE dialogue is as-
sumed to take place between two autonomous agents (i.e. humans or intelligent agents)
without adhering to a specific internal model.

This work complements the efforts [9,10,8] of equipping agents with explanation
facilities by facilitating explanation exchange in a goal-directed and rule-governed dia-
logue system. Furthermore, this work contributes to the enrichment of communication
in multi-agent systems by promoting a new type of dialogues that intends to capture the
concept of explanation. In knowledge-based systems, the state of the art covers exten-
sively explanatory dialogues [5,13,6] but none of the existing approaches has formally
studied these dialogues by abstracting away from any domain-specific knowledge. Our
work can serve as a theoretical background under which these systems can be evaluated
and compared.

The paper is organized as follows. In Section 2 we recall Prakken’s system for
argumentative dialogues [16] and the CE system of explanatory dialogues [20,19]. Then,
in Section 3 we present the formalization of the Extended CE (ECE) system and we study
its properties. Next, in Section 4 we present the second component of ECE system, i.e.
dialectical shift. In Section 5 we apply our system on a detailed example. Section 6
concludes the paper.

2 Background

2.1 Argumentative dialogue (ARG System)

The system of argumentative dialogues (denoted as ARG) is a many-player turn-taking
game between proponents and opponents arguing in favor or against a statement. We
consider here the formal dialogue system for argumentation defined in [16] (denoted as
ARG). ARG has a topic language Lt , a logic L , a context K ⊆ Lt (assumed consistent and
remains the same throughout a dialogue) and a topic T ∈ Lt . Lt is a logical language
whose well-formed formulae are denoted by Greek letters, ψ,ϕ,φ , etc 1. The logic L
is assumed to be an argumentation logic with compliance to Dung [7] where arguments
can be attacked and defended. For an argument A we denote by prem(A), conc(A) its
premises and conclusion respectively.

1Throughout the paper we always use Greek letters ψ,ϕ,φ , etc. as metavariables for syntac-
tically different well-formed formula (wff), and Γ , Γ0,. . . for sets of wffs.



The system ARG has also a communication language Lc along with a protocol P.
The communication language specifies the utterances used throughout the dialogue and
P organizes their use (which utterance succeeds the other). According to P, for each ut-
terance the replying utterances can be seen either as an attack or a surrender (see Table
1). The dialogue incorporates participants. In our case we consider only two partici-
pants Pr = {p,o}, the proponent and the opponent, each of which has a commitment
store Ci ⊆ Lc such that i ∈ Pr (similar to commitment function of [16]). The stores
publicly indicate statements within the topic language Lt a participant is committed to
(i.e. committed to their truthfulness). ARG has effect rules that specify for an arbitrary
utterance l ∈ Lc its effect on the commitments of the participants. At the beginning of
the dialogue the stores of the participants are empty. Then, they get updated within the
dialogue. Formally, the commitment store Ci ∈ {Cp,Co} stays intact if and only if the
participant i ∈ Pr utters WHY(ϕ). Otherwise, it is changed as follows:

– Ci =Ci∪{ϕ} iff the participant i has put forward CLAIM(ϕ) or CONCEDE(ϕ).
– Ci = Ci \ {ϕ} iff the participant i has put forward RETRACT(ϕ) (i is no longer

committed to ϕ).
– Ci = Ci ∪ prem(A)∪ conc(A) iff the participant i has put forward ARGUE(A) (i is

committed to the premises and the conclusion of the argument A).

The dialogue has a turntaking rule that specifies who is allowed to talk next. The
dialogue has also termination rules that indicate when the dialogue terminates. The
outcome rules are activated after the termination of the dialogue, they determine the
winner of the dispute in the dialogue.

When it comes to the dialectical shift, we shall deal with the ARG dialogue system
as described above with: (1) a liberal protocol P and a reply structure as mentioned in
Table 12; (2) CLAIM(ϕ) or ARGUE(A) as opening moves where ϕ and conc(A) are the
topic of the dialogue; and (3) the non-deterministic turntaking rule that dictates that the
proponent starts with a single move, then the dialogue switches to the opponent and
then it becomes everyone’s turn.

Utterances Attacks Surrenders

CLAIM(ϕ) WHY(ϕ) CONCEDE(ϕ)
WHY(ϕ) ARGUE(A)

(conc(A) = ϕ)
RETRACT(ϕ)

ARGUE(A) WHY(ϕ)
(ϕ ∈ prem(A)),
ARGUE(B) (B

attacks A)

CONCEDE(ϕ)
(ϕ ∈ perm(A)

or
ϕ = conc(A))

CONCEDE(ϕ) no attack no surrender
RETRACT(ϕ) no attack no surrender

Table 1: Reply structure. The arguments A and B and the attack relation are
defined according to L . �

2See [16] for a full description of the protocol.



2.2 Explanatory Dialogue (CE System)

The system of explanatory dialogues (denoted as CE) is a two-player turn-taking formal
dialogue system of explanation [19,20]. It takes place between an explainer and an
explainee. The speech acts of requesting and providing an explanation are represented
as dialogue moves in the system.

The moves allowed within CE are two distinct sets of moves: one for the explainer
and another set for the explainee. The dialogue always starts with an assertion of a
statement by the explainer, i.e. ASSERT(ϕ) and then the explainee requests an expla-
nation for ϕ , i.e. EXPLAIN(ϕ)(ϕ is accessible by the two parties and believed to be
true). Next, the explainer can offer an explanation attempt or declares her/his inability
to explain. In first case the explainee can ask for further explanations or acknowledge
her/his understanding. In [20] a shift to examination dialogue is introduced allowing to
test explainee’s understanding and to judge the success of the explanation.

In this paper we build upon the CE system described in [19,20] and extend and
generalize it as mentioned in the introduction.

3 The Extended CE System

Relying on Prakken’s framework for formalizing dialogue systems [16], in this section
we formalize the ECE system (Extended CE) of explanatory dialogues.

3.1 The Formal Framework

Topic Language, Participants and the Logic. The ECE system of explanatory dia-
logues takes place between two participants Pr = {E,X}, the explainer E and the ex-
plainee X. ECE has a topic language Lt and a logic L and a context K ⊆ Lt which is
assumed to be consistent throughout the dialogue and it is shared between E and X. The
purpose of the dialogue is to facilitate understanding transference by means of expla-
nation about a statement T ∈K (closed wff if Lt is a first-order or higher language), this
statement is assumed to be true by both participants.

The Explanatory Model. Each participant i ∈ {E,X} in ECE has an explanatory model
Ei = 〈Lt ,x,E〉which consists of the topic language Lt and a finite explanatory relation
denoted as x and defined over 2Lt ×Lt

′ such that Lt
′ ⊆ Lt is the set of closed wffs of

Lt . The parameter x varies over a common and non-empty set E of explanation types.
x intends to identify those wffs in Lt that can be considered as an explanation for
another closed wff in Lt . An explanation contains an explanandum which is the thing to
be explained and explanans which are the facts and rules that together bear explanatory
relevance to the explanandum. The parameter x defines |E| explanatory relations, e.g.
mechanistic, terminological, etc. (see [11] for explanation types).

Due to the controversy around explanatory models [15], in this formalization we
just consider an abstract setting where the model Ei can provide an explanation for an
arbitrary explanandum. Formally, given a set Γ of wffs and a closed wff ϕ we read
Γ x ϕ as “Γ is an x-explanation of ϕ” such that x ∈ E.



The Communication Language. The dialogue is endowed with a communication lan-
guage Lc where l ∈ Lc is of the form as described in Table 2:“Utterances”. In fact,
Lc = LE

c ∪LX
c where LE

c (resp. LX
c ) is the performative utterances of the explainer (resp.

the explainee). For a given communication language a reply relation R specifies for
each l ∈ Lc its appropriate replies. R allocates replies according to the syntax and the
content of the utterance (Table 2:“Reply”). Please notice that in the reply relation the
explainee cannot ask for an explanation if she/he possesses or has already acquired one,
this will prevent redundant requests. It is formally defined as follows, the explainee X

asks EXPLAIN(ρ) iff @Γ ′ such that Γ ′ x ρ in EX.

Utterances Description Reply

ASSERT(ϕ) E reports a statement ϕ that is accepted
as factual by both parties

EXPLAIN(ϕ) iff @Γ s.t Γ x ϕ

in EX
EXPLAIN(ϕ) X requests an explanation for ϕ ATTEMPT(Γ ,ϕ) iff Γ x ϕ in

EE otherwise INABILITY(ϕ)

ATTEMPT(Γ ,ϕ) E explains ϕ by Γ POSITIVE(ϕ),
NEGATIVE(ρ,ϕ) s.t ρ ∈ Γ ,

NEGATIVE(Γ ,ϕ)

INABILITY(ϕ) E has no explanation no reply and the dialogue
terminates if ϕ is the topic

POSITIVE(ϕ) X understands the explanation of ϕ no reply and the dialogue
terminates if ϕ is the topic

NEGATIVE(ρ,ϕ) X doesn’t understand ρ in the
explanation of ϕ

EXPLAIN(ρ) iff @Γ ′ s.t
Γ ′ x ρ in EX

NEGATIVE(Γ ,ϕ) X doesn’t understand the whole
explanation

no reply

Table 2: The communication language Lc of ECE. �

The Protocol. The dialogue is governed by a protocol P that organizes the use of Lc.
To define P we need to define the notion of a dialogue, which in turn is based on the
notion of moves.

A move [16] is a tuple m = 〈ID, p, l, t〉 such that: (1) ID ∈ N∗, the identifier of the
move, (2) p ∈ {E,X}, the participant p who played the move, (3) l ∈ Lc, the utterance l
put forward by the participant p and (4) t ∈ N, the target move t. For a given move m
we denote id(m) = ID, pr(m) = p, sp(m) = l and tr(m) = t. We denote by M the set of
all moves.

An explanatory dialogue in ECE is a dialogue in the sense of [16], that is, a sequence
of moves where the explainer/explainee can reply to each other in a non-sequential way.
This generalizes CE by rendering the dialogue liberal in the sense that it gives the liberty
to the two participants to backtrack to early stages in the dialogue.

Definition 1 (Explanatory Dialogue). An explanatory dialogue is a sequence of moves
d = 〈m1, . . . ,mn〉. The sequence di = 〈m1, . . . ,mi〉 such that i < n is denoted by di, where
d0 is the empty dialogue. The set of all explanatory dialogues, denoted by M<∞, is the
set of all sequences di such that i ∈ N∗ and for each jth element in di where 0 < j 6 i,
it is the case that (1) id(m j) = j; (2) tr(m1) = 0; and:



(3) tr(m j) = k for some mk preceding m j in the sequence.

If (sp(m j),sp(mk)) ∈R (in the reply relation) we say that m j replies to mk in d.

Unlike the turntaking function defined in [19,20] which allows one move at a turn
policy, we define a non-deterministic turn taking policy.

Definition 2 (Turntaking Function). A turntaking function T is defined as follows
T : M<∞ −→ 2{E,X}. T assigns to every dialogue the next legal turn as follows:

– T (d0) = {E}, T (d1) = {X}, else T (di) = {E,X}.

Let us recall the concept of protocol from [16] and then define ECE’s protocol. We
denote by dom(X) the domain of the function X. A protocol P for a dialogue system is
a function P from a nonempty subset D ⊆ M<∞ to 2M where for every dialogues d =
〈m1, . . . ,mn〉 and moves m′ we have d ∈ dom(P) and m∈P(d) iff d = 〈m1, . . . ,mn,m′〉 ∈
dom(P). The elements of dom(P) are the legal dialogues while those of P(d) are the
moves allowed after d. If d is a legal dialogue and P(d) = /0, then d is a terminated
dialogue.

Definition 3 (ECE’s Protocol). A protocol P for the ECE system is defined as follows:
for all moves m and all legal dialogues d. m ∈ P(d) iff:

R1 : pr(m) ∈ T (d) (it is the turn of pr(m));
R2 : If d = d0 then sp(m) is of the form ASSERT (ϕ);
R3 : If d 6= d0 and m 6= m1, then m replies to tr(m);
R4 : If m replies to m′, then pr(m) 6= pr(m′) (one cannot respond to one’s own moves);
R5 : If there is m′ in d such that tr(m) = tr(m′) then sp(m) 6= sp(m′) (two replies to a

move should be different).
R6 : For any m′ ∈ d such that tr(m′) = tr(m) and sp(m′) = POSITIVE(ϕ), sp(m) 6=

NEGATIVE(Γ ,ϕ) (understanding cannot be revoked).

A comment about R6 is in order here. The underlying assumption of this rule is that
the agent is prudent in the sense that he/she declares his/her understanding iff she/he
is sure about it. This rule may seem restrictive in certain cases where one can have
the illusion of understanding and he/she should be provided with a second chance by
revoking understanding, despite the fact that this could be an interesting phenomenon
to study we limit the scope of the paper to the aforementioned assumption for the sake
of simplicity.

The Stores, Effect Rules and Outcome Rules. In CE system [19,20] stores have not
been proposed as part of the system. In the ECE system we extend CE by adding com-
mitment and understanding stores to:

– Keep a clear view of explainee’s state of understanding so he/she can backtrack and
request more explanations.

– Judge the success of the explanatory dialogue.



– Track the consistency of the explanation. For example, imagine that the explainer
is explaining ϕ by an explanation Γ = {ψ,β} where he/she is committed to the
truthfulness of ¬ψ , this would be contradictory.

– Avoid circular explanations. This means that it is forbidden to explain ψ by {ϕ}
such that ϕ is asked to be explained (this could provoke the infinite chain EXPLAIN(ϕ),
ATTEMPT({ψ},ϕ), EXPLAIN(ψ), ATTEMPT({ϕ},ψ), . . . , etc.).

Let us formally introduce the notion of stores.

Definition 4 (Stores). The sets NUSX,CSE ⊆ Lt denote respectively the understanding
and commitment stores where the subscribes refer to the participants.

A store st ∈ {NUSX,CSE} is inconsistent iff st ` ψ and st ` ¬ψ for some ψ ∈ Lt (` is
the inference relation of L ).

For the explainee, an understanding store NUSX serves as an understanding indi-
cator of his/her current understanding state. Note that NUSX represents what is not yet
understood instead of what has been understood. For the explainer, a commitment store
CSE represents explainer’s commitments to the truthfulness of certain statements. The
explainee (resp. explainer) does not have a commitment (resp. understanding) store. Let
us specify the rules to update the stores.

Definition 5 (Effect Rules). Let d be a legal dialogue, NUSX and CSE be explainee’s
and explainer’s current stores and m is the next legal move after d.

– If sp(m) = EXPLAIN(ϕ) then NUSX = NUSX∪{ϕ},
– If sp(m) = POSITIVE(ϕ) then (1) NUSX = NUSX \{ϕ}.
– If sp(m) = ASSERT(ϕ) then CSE = CSE∪{ϕ},
– If sp(m) = ATTEMPT(Γ ,ϕ) then CSE = CSE∪Γ ∪{ϕ}.

The first set of effect rules on NUSX indicate that when the explainee requests an
explanation about ϕ we presume that he/she could not understand ϕ , thus we add it
to NUSX and we revoke it when he/she acknowledge understanding. The second set
of effect rules on CSE state that the explainer is committed to the truthfulness of the
explanans (elements of the explanation) and the explanandum.

In what follows we extend Definition 3 with the following rule that considers the
stores to avoid circular explanation.

Definition 6 (ECE’s Protocol Extended Rules). Let P be the protocol of ECE, d be a
legal dialogue and m be a move. Then m is a legal move after d iff m ∈ P(d) and:

R7 : If sp(m) = ATTEMPT(Γ ,ϕ) then there is no ψ ∈ Γ such that ψ ∈ NUSX.

From now on we say that a move m is legal after a dialogue d if and only if it satisfies
protocol rules R1-R7.

A successful explanatory dialogue is a dialogue where the explainee’s understand-
ing store is empty. Certainly, we cannot be sure whether the understanding has really
taken place but it is one way to quantify the success and failure of an explanatory di-
alogue. Another alternative would be the use of examination dialogue as proposed in
[20]. In our system, instead of limiting shifts to examination dialogues we provide a
general account of dialectical shifts which can be instantiated to capture any shift (in-
cluding the one of examination dialogue).



3.2 Properties

In what follows we present interesting results of the ECE system. We investigate termi-
nation, number of steps before termination and space complexity of the stores.

As one may notice the protocol of ECE induces a tree structure on any legal explana-
tory dialogue (see the example in Section 5), this is due to the possibility of backtracking
and multiple replies to certain moves, e.g. the move ATTEMPT can be answered by at
least two moves NEGATIVE and POSITIVE. Therefore, in this section we deal with this
induced tree structure in which the nodes correspond to moves and an edge from a move
m to m′ means m′ replies to m.

One of the interesting properties of ECE is termination, that means whenever two
participants start an explanatory dialogue and certain conditions are respected we can
guarantee termination in finite steps.

Lemma 1. Let ϕ be an explanandum and let X be the set of all explanations of ϕ in
EE. If X is finite then EXPLAIN(ϕ) has a finite number of child nodes.

Lemma 2. Let the explanandum ϕ be the topic of a legal explanatory dialogue d and
let Γ be an explanation of ϕ in EE. If Γ is finite then every branch in the dialogue that
starts with ATTEMPT(Γ ,ϕ) terminates.

To study termination we define the explanans relation between Lt ’s elements.

Definition 7 (Explanans and Explanans Path). Let EE = 〈Lt ,x,E〉 be the explana-
tory model of the explainer. We define the binary relation N ⊆Lt×Lt such that (ϕ ′,ϕ)∈
N iff there exists an explanation Γ such that ϕ ′ ∈ Γ and Γ explains ϕ , and we read
it “ϕ ′ is an explanan of ϕ”. We denote by D(ϕ) the explanatory depth of ϕ which
corresponds to the length of the longest explanans path in N that starts with ϕ .

Corollary 1. Let EE = 〈Lt ,x,E〉 be the explanatory model of the explainer. If x is
finite then so is N . Consequently, for every explanandum ϕ in EE, D(ϕ) is finite.

The previous lemmas guides as towards the termination property. The intuition is
that if the width of the corresponding tree of the dialogue is finite then the dialogue
terminates. Note that the depth of the tree is also finite because (a) no repetition is
allowed, (b) understanding cannot be revoked and (c) the explanatory model of the
explainer is finite (Section 3) hence the depth of the tree is finite.

Proposition 1 (Termination). If the conditions in Lemma 1 & 2 hold for every ex-
planandum ϕ then any legal explanatory dialogue d will terminate in finite steps.

Note that a step here corresponds to a move at a given turn. We consider in what
follows the maximum number of steps (in worst-case) the dialogue will undertake un-
til the termination. The worst-case scenario is when the dialogue is of the shape of
a somewhat saturated tree, this corresponds to the case where for every explanation
request EXPLAIN there is an explanation attempt ATTEMPT and for every explanation
attempt there are two negative acknowledgments NEGATIVE each of which are followed
by an explanation request. In fact this happens when the explainee has requested an ex-
planation about every statement made by the explainer and in return he/she obtained
explanations about every request he/she made but unfortunately understood nothing.
Considering an arbitrary explanandum ϕ as an input the following holds.



Proposition 2 (Termination Steps). Let EE be the explanatory model of the explainer,
D(ϕ) be the explanatory depth of an arbitrary ϕ and X be the set of all its explanations.
Assume that ∀Γ ∈ X, |Γ |= |X |= k. Then every legal explanatory dialogue d with topic
ϕ will terminate at most in O(kD(ϕ)) steps.

We consider the space complexity of the stores CSE and NUSX. In the worst-case
scenario (the same as the previous) the size of CSE and NUSX will converge to the size
of the content of the explanatory model of the explainer, this is explained as follows (1)
the size of NUSX increases due to the nested explanation requests made by the explainee,
(2) the size of CSE increases also because the explainer will provide explanations for
every request, this results in an update of CSE. In what follows we consider as inputs the
explanatory model and an arbitrary explanandum ϕ , but since the size of the explanatory
model is much bigger than the size of the memory allocated to ϕ , then ϕ will not be
considered. We show in what follows that the stores polynomially evolve in the size of
the explanatory model.

Proposition 3 (Evolution of stores). Let EE = 〈Lt ,x,E〉 be the explanatory model
of the explainer and Σ = {Γ ,ψ | ∃x((Γ ,ψ) ∈ x)} be the content of the explanatory
model EE. In the worst-case scenario |CSE| = |NUSX| = |Σ |. Consequently, any legal
explanatory dialogue d has an O(|Σ |) worst-case space complexity.

This happens in the worst-case when the dialogue changes the whole content of the
explanatory model twice, one corresponds to the CSE and the other for NUSX.

4 Dialectical Shifts in ECE System

In this section we present the second extension of CE [19,20] by introducing and for-
malizing the concept of a dialectical shift within ECE. We start by a formal account of
dialectical shift then we show how a simple shift from ECE to ARG can be instantiated
in such formalism.

4.1 Dialectical Shifts in ECE

Generally, a shift between two distinct systems SYS and SYS′ should consider the fol-
lowing questions: (1) what is the direction of the shift? (2) when the shift is licit [21]?
(3) what happens to the stores when we shift? (4) what are the effects of the outcome of
one system on the other? To answer these questions we need to introduce the notion of
state, licit states and receiving states.

Definition 8 (State). A state of a dialogue system SYS is a tuple 〈T,C,M〉 such that
T ∈ Lt is the topic, C is the set of current stores, M is the current move (the most recent
move in the dialogue).

For instance, if SYS is the ECE system then C = {CSE,CX,NUSX} such that CX is the
commitment store of the explainee in the last argumentative dialogue. If SYS is the ARG
system then C = {Co,Cp} (opponent’s and proponent’s stores). The set of all possible
states of a given dialogue system SYS is denoted as CSYS. The sets SSYS,RSYS ⊆CSYS are
called the set of licit states and receiving states of SYS respectively.



Licit states are states from which one can shift to another dialogue. RSYS repre-
sents the set of states a given dialogue system can begin with when a shift occurs. For
instance, the state s = 〈T,C,M〉 where T = {ϕ}, C = {Co = /0,Cp = /0}, M = {m =
〈1, p,CLAIM(ϕ),0〉} is a receiving state of the argumentative dialogue which happens
to be also an initial state as defined in Subsection 2.1. For any dialogue system SYS that
anticipates a shift to another dialogue system SYS′, the sets SSYS and RSYS′ should be
nonempty. At least, RSYS′ is set to ISYS′ such that ISYS′ is the set of all initial states of
SYS′. Nevertheless, providing RSYS′ with more states stays a matter of choice.

After defining the licit and receiving states we present the general definition of a
shift. A shift is a transition from one system to another under a specific condition. the
first system should be in a state where the shift is allowed (licit states).

Definition 9 (Shift Function). Let SYS and SYS′ be two distinct dialogue systems and
let SSYS and RSYS′ be the sets of licit states (resp. receiving states) of the dialogue system
SYS (resp. SYS′). A shift is a function S : SSYS→ 2RSYS′ .

From Definitions 8 and 9, on can see that the content of SSYS, RSYS, SSYS′ and RSYS′

for two distinct dialogue systems defines the type of the shift (one-way or two-way)
and the direction (from which to which system) and nested or not nested. If SSYS 6= /0
and RSYS′ 6= /0 and the other sets are empty, then this is a one-way shift from SYS to
SYS′. If SSYS′ 6= /0 and RSYS 6= /0 and the other sets are empty then this is a one-way shift
from SYS′ to SYS. If all of these sets are not empty, then this is a two-way shift in both
directions, and it is a nested shift where one can shift from SYS to SYS′ then shift back
to SYS′ and so on. Otherwise the shift does not occur.

4.2 Dialectical Shift from ECE to ARG

Consistency, plausibility and sense-making are among the important conditions for an
explanatory dialogue as mentioned in [19]. Our hypothesis is that a dialectical shift
from ECE to ARG could help in satisfying such conditions by giving the explainer (resp.
explainee) the possibility to provide support (resp. questions) for (resp. the) explanation
by means of arguments.

The shift is one-way from ECE to ARG where we cannot shift back until the argumen-
tative dialogue within ARG comes to an end. This means that the argumentative dialogue
is embodied in ECE and we cannot call an instance of ECE from within an instance of
an argumentative dialogue. The commitment store CSE of the explainer in ECE dialogue
persists in the argumentative dialogue and will be used and updated. In other words the
explainer will not change his commitments if a shift occurs. Finally, at the end of the
argumentative dialogue two things will happen. Firstly, the explainee will have a com-
mitment store CX that will be shared between all argumentative dialogues (in case of
multiple shifts). Secondly, explainee’s understanding store will be updated at the end
with respect to the outcome of the argumentative dialogue. For instance if the explainee
had doubts about a statement ψ in the explanation and the explainer wins the argumen-
tative dialogue then ψ will be deleted from the explainee’s understanding store NUSX.
Otherwise NUSX will still have ψ and if the ECE dialogue ends, the explanation will be
judged unsuccessful.



Since we are dealing in our case with one-way shift from ECE to the argumentative
dialogue we only need to set RECE = /0 and SARG = /0 and define the rest, i.e. SECE 6= /0
and RARG 6= /0.

Definition 10 (ECE’s Licit and Receiving States). Let CECE, SECE and RECE be respec-
tively the set of all states, licit and receiving states of the ECE system, let CARG, SARG and
RARG be respectively the set of all states, licit and receiving states of the ARG system and
let s = 〈T,C,M〉 be a state. Then:

– SECE = {s|s ∈ CECE, sp(M) = ATTEMPT(Γ ,ϕ)}.
– RARG = {s|s ∈ CARG, sp(M) ∈ {CLAIM(ϕ),ARGUE(A)}}.

Such that Γ is an x-explanation of ϕ and A is an argument.

As one may notice, SECE contains those states where the move is ATTEMPT(ϕ) (ϕ
is an arbitrary wff) and RARG contains states which represent the initial states of the ARG
dialogue (states where M is either CLAIM(ϕ) or ARGUE(A)).

Under the specifications of Definition 10, in what follows we instantiate the shift
function in our context (from ECE to ARG).

Definition 11 (ECE’s Shift Function). Let SECE and RARG be the sets of licit states (resp.
receiving states) of the dialogue system ECE (resp. the argumentative dialogue system
ARG). Let s = 〈T,C,M〉 be a state of ECE such that sp(M) is ATTEMPT(Γ ,ϕ). Then, the
shift function S is specified as follows: S(s)=R′ such that for each s′= 〈T ′,C′,M′〉 ∈R′:

– T ′ = ψ such that ψ ∈ Γ ,
– C′ = {CE

′,CX
′} such that CE

′ = CSE and CX
′ = CX where {CSE,CX} ⊂C,

– M′ = m such that m = 〈1, p,X ,0〉, X ∈ {CLAIM(T ′),ARGUE(A)}, conc(A) = T ′.

The function dictates that if the utterance of the current move is ATTEMPT(Γ ,ϕ)
then we can shift to an argumentative dialogue where the participants are the explainer
(as the proponent) and the explainee (as the opponent) and the topic is arguing over one
of the explanans (say ψ) of the explanation Γ such that the proponent starts either by
CLAIM(ψ) or ARGUE(A) (conc(A) = ψ). The shift function also specifies the migration
of stores from one dialogue to another. In our case the commitment store CE

′ of the
explainer in ARG is set to his commitment store CSE of ECE, similarly the commitment
store CX

′ of the explainee in ARG is set to the commitment store of the previous shift.
When the argumentative dialogue ARG comes to an end, the stores of the ECE dia-

logue are updated as follows:
• If the explainer wins then we update NUSX according to Definition 5, else NUSX

persists as it was. In all cases, CSE = CE
′ and CX = CX

′.
The commitment store of the explainee within the argumentative dialogue will be

kept within ECE for further shifts. Both understanding NUSX and commitment CSE
stores of ECE will be updated according to the outcome of ARG dialogue as indicated
above. When we shift back to ECE, the dialogue continues from where is left off ac-
cording to the protocol P.

It is noteworthy that explainer’s commitment store CSE is shared between all in-
stances of the argumentative dialogue because before any shift CSE is migrated to CE

′

and updated within the shift and then CE
′ is migrated back to CSE at the end of the shift

(the same applies to CX).



5 Example Dialogue

In this section we apply the ECE dialogue system to an example about explaining why
coal is black (inspired from [20]).

Figure 1.(a) is a tree representation of a segment of an ECE dialogue where the
subscript in participants name refers to dialogue stages (i.e. E1 means E at stage 1), an
edge between two nodes means that the lower one replies to the higher one. The gray
dashed box represents the ARG dialogue after a shift. Figure 1.(b) explains the meaning
of the logical symbols. Figure 1.(c) shows the evolution of stores within ECE and ARG

(in ARG, stages 4-9 are replaced by 4′-9′), column S refers to the stage, the 2nd-3rd
columns represent the stores of ECE and the rest represent the stores of ARG, the brace
ARG focuses on the content of the stores of ARG within the shift. “n/a” means that the
content is unavailable (because the shift has not taken place yet), Ans at stage n refers
to the content of the store at stage n−1, we may not use Ans when it’s clear.

In Figure 1.(a), the explainer E states a fact which the explainee doesn’t understand,
hence the explainee X requests an explanation at stage 2. Next, at stage 3, E offers an
explanation Γ . Since we are in a licit state, we have two scenarios: either (1) continue
within ECE dialogue or (2) shift to ARG dialogue. Let us start with (1), X at stage 4
says he doesn’t understand ρ and he requests an explanation for it. Next at stage 6,
the explanation Γ ′ is presented. After that, X acknowledges the understanding of ρ ,
although it seems that the whole explanation doesn’t make sense to him, thus at stage 8
he declares that he doesn’t understand the whole explanation of ϕ . At stage 9, E gives
another explanation Γ ′′ which X could understand, the dialogue can terminate and the
explanation is judged successful.

Let us see scenario (2): at stage 3, E might have doubts about ψ , maybe it seems
implausible that the earth is aged more than million years. Thus the shift takes place
where X asks “why” in which he demands a justification (not explanation). Next, E
(proponent) presents two arguments at stage 6′,7′ after which X (opponent) concedes.
Now the ARG dialogue ends and the commitment store CX

′ will persist in ECE and will be
used in future shifts. Note that nothing prevents us from continuing the ECE dialogue.
The evolution of the stores is presented in Figure 1.(c) (4th-5th columns) where the
stores at stage 1-2 haven’t been set since the shift hasn’t started. At stage 3 (where the
shift starts) the commitment store of E in ECE is migrated to CE

′ and updated (stages
6′,7′) by adding the premises of arguments A,B. When X concedes (at stages 8′,9′) ψ is
added to CX

′ and at the end of the shift (stage 10) CE
′ is migrated back to CSE.

6 Conclusion and Future Work
In this paper we have proposed a dialectical system for explanatory dialogue called ECE.
This system captures and generalizes the dialectical system CE [19,20] by incorporating
a more general protocol, a new component (dialectical shift), an additional structure
(stores). We have proposed the use of commitment and understanding stores to avoid
circular and inconsistent explanations. We introduced and formalized dialectical shifts
and we applied it to capture the argumentative aspects of explanatory dialogues. We
have shown that the dialogue terminates and the space complexity is polynomial .

We left, for future work, the study of the previous properties in the presence of a
dialectical shift and multi-shifts wihtin ECE. The paper provides no semantic for the
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ECE ARG

Fig. 1: An example of an ECE dialogue.

dialogue, a good starting point would be [8,12] where a change in beliefs can occur if
an explanation is provided. This could give raise to an operational semantics for ECE
system.

In previous work [1,2] we have proposed explanation facilities based on a custom-
tailored dialogue for inconsistent-knowledge bases, we focused in this work on the
bigger picture where a more general setting is considered, i.e. a dialogue between an
explainer and an explainee within a formal framework which is independent from any
domain-related specifications. This framework can be enriched by investigating ex-
plainee mental models that account for reasoning fallacies (such as the work described
in [3]). We plan to test such explanation dialogue primarily in the DUR-DUR project
which aims at providing decision-support systems in Agronomy. Although the speci-
ficity of this application, the generic approach presented here is promising for other
Agronomy related real world cases such as [17,18].
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