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Abstract—Security is becoming ubiquitous in our society. However, the vulnerability of electronic devices that implement the needed cryptographic primitives has become a major issue. This paper presents an overview of the existing attacks to cryptography implementations. Thereafter, the state-of-the-art on some of the most critical aspects of designing cryptographic co-processors are presented. This analysis starts by considering the design of asymmetrical and symmetrical cryptographic primitives, followed by the discussion on the design and online testing of True Random Number Generators. To conclude, techniques for the detection of Hardware Trojans are also discussed.

I. INTRODUCTION

Cryptographic and security systems are increasingly used in several critical aspects of society, namely: telecommunications, banking, commerce, government, defense, and national security. These systems provide security services such as confidentiality, integrity, and authentication. The reliability and security of these systems is the most important factor when building trust and confidence between consumers, companies, and state.

Although security systems are now a mass product, their implementation remains a challenging task, since the designer has to meet applications constrains and at the same time cope with the inherent leakage characteristics of the physical devices. This creates the challenge of designing cryptographic systems that are efficient while at the same time robust against attacks. Concerning all the possible security threats, the vulnerability of electronic devices supporting the implementation of cryptographic functions has become a major issue. Indeed, even though recent crypto-algorithms and protocols have been proven resistant to cryptanalysis, fraudulent manipulation and analysis on the platforms implementing such algorithms and protocols can allow extracting confidential information.

Given the importance of these security system in today’s society and the effectiveness of the existing attacks, several research projects and coordinated activities are appearing all around the world. Among them, the COST Action IC1204 (TRUEDEVICE) started in 2012 [1]. COST is an intergovernmental framework for European Cooperation in Science and Technology, allowing the coordination of nationally funded research on an European level. The TRUEDEVICE Action encompass more than 150 researchers from more than 50 universities, research centers and industries, from 23 European countries. The goal of this Action is to ease research activities among different research groups in Europe, by fostering the generation of new ideas, discoveries and processes as well as the exploitation of the related results in the domain of hardware security and trust. This paper presents recent advances on some of the research topics investigated in TRUEDEVICE. In particular, herein we focus on asymmetric and symmetric cryptographic hardware design with Side-Channel Attack (SCA) resistance, True Random Number Generator (TRNG) testing and the existing Hardware Trojan detection techniques.

This paper is structured as follows: Section II presents an overview of the most significant attacks targeting the implementation on cryptographic processors, given their usage and manufacturing procedures. Sections III and IV present a more detailed discussion focused on the design and implementation of efficient and side-channel resistant asymmetric and symmetric algorithms. Section V provides an overview on embedded TRNG testing while Section VI elaborates on Hardware Trojans and the existing detection techniques.

II. OVERVIEW OF EXISTING ATTACKS TO CRYPTOGRAPHIC IMPLEMENTATIONS

The possible attacks that a security device can be subjected to depends on the life cycle of that same device. Considering the life-cycle of the cryptographic device, a wide range of attacks need to be considered. These range from the semiconductor manufacture up until its deactivation, passing through the usage phase. This is particularly valid, since the attacker can be the legitimate user of the device, such as in set top boxes or ID cards.

The device can be attacked during its fabrication phase. This attack consist in the insertion of malicious circuits, that can have multiple purposes, ranging from the leakage of sensitive information to the complete malfunctioning of the system [2]. These malicious circuits are designated as Hardware Trojans. Detection of Hardware Trojans involves the deployment of several techniques in order to isolate the infected circuits from good ones, such as logical testing, side-channel analysis, or reverse engineering.

During the initialization phase, as well as during the standard operation of the device, random and equiprobable values need to be produced. From these values unpredictable and reliable keys can be generated for encryption and authentication,
of data and of the device itself. Key generation is an essential aspect of the system, since if these values are manipulated or predicted to some extent, the security of the entire system can be compromised. To derive good cryptographic keys TRNGs are needed [3]. However, the generated numbers are not necessarily statistically perfect, since some bias and correlation between the bits might be present. Additionally, the output of a TRNG can be compromised by a hardware failure or manipulated by an active attack.

Alternatively, unique and device dependent values can also be generated by Physical Unclonable Function (PUF). PUFs are dedicated circuit primitives that allow to generate values from the unique and complex physical characteristics of the Integrated Circuit (IC). Since the values can be re-generated by the PUF, each time they are needed, they do not need to be stored in memory, thus preventing their leakage under invasive or fault injection attacks [4]. However, PUFs cannot be accurately mathematical modeled and it is hard to properly evaluate their correct behavior [5]. Given the dependency on the circuit characteristics, the output exhibits variations each time it is read. This implies the need for error corrections codes, that need to be stored in memory. Additionally, if not properly implemented PUF circuits may leak information and be susceptible to penetration attacks, voiding their main characteristics [6].

During the operation phase of the device, the other main target of the attacker is the computation of the cryptographic algorithms themselves, in particular symmetric and asymmetric encryption algorithms. During this phase, the device can be subjected to several additional attacks such as fault injection attacks, side-channel attacks, and physical tampering. While physical tempering attacks tend to be destructive and very expensive, Fault attacks (FA) and SCA can be much less or even non invasive while being cheaper and easy to perform.

Fault Attacks are based on the intentional modification of the circuit’s environment (e.g., applying extreme temperature, exposing the IC to radiation, X-rays, ultra-violet or visible light, or tampering with the clock frequency) in such a way that the function implemented by the device generates an erroneous result. The attacker can then discover secret information by comparing the erroneous result with the correct one. In-the-field detection of any failing behavior is therefore of prime interest towards taking further actions, such as discontinuing operation or triggering an alarm [7].

Side-channel attacks take advantage of unintentional physical leakages such as timing, power dissipation, electromagnetic radiation, etc. The best known example of SCA is Differential Power Analysis (DPA) [8]. This attack exploits the dependence between the power consumed (in a hardware circuit) and the secret data being processed. The adversary uses these observations to recover the secret keys. Other physical leakage, such as timing [9] or electromagnetic emanations [10], can be exploited for the same purpose. Both, symmetric and asymmetric cryptographic implementations are vulnerable to these attacks. SCA can be improve if combined with theoretical cryptanalysis, leading to the so-called algebraic SCA [11].

III. EFFICIENT AND ATTACK RESISTANT ASYMMETRIC CRYPTOGRAPHIC PRIMITIVES

Standardized asymmetric key cryptographic systems are associated to the Discrete Logarithm problem (DLP), the Elliptic Curve (EC) DLP and the number factorization problem resulting in schemes like RSA or El Gamal and EC cryptographic (ECC) schemes [12]. Cryptographic engineering on asymmetric cryptography aims at optimizing the performance of the most computationally intensive operations (modular exponentiation in RSA/El Gamal or Scalar multiplication in ECC) and on the implementation of accelerators robust against physical attacks (targeting SCA or FA resistance).

Asymmetric key cryptosystems are based on cyclic group arithmetic operations ($Z_p$, RSA / El Gamal, $GF(p)$/$GF(2^k)$ fields: ECC) that are optimized in terms of hardware resources (memory, chip covered area) and speed (time delay). These optimizations are focused on modular multiplication using Montgomery modular multiplication, Karatsuba-Offman or Barret’s reduction algorithms as well as alternative number representations like Residue Number System.

However, these optimizations may cause the circuit more susceptible to SCA and FA. These attacks aim at the Asymmetric key cryptosystem primitives like modular multiplication. SCAs on these primitives are thwarted either by implementing additional circuitry to make leakage trace constant or/and by realizing SCA resistant algorithms when computing the results. Such variants like the Montgomery Power Ladder, square-and-always-multiply/double-and-always-add or Binary Random Initial Point (BRIP) algorithm [13] provide protection against simple SCAs but not against more sophisticated SCAs including refined Power Attacks (PAs), zero PAs and comparative simple PAs (doubling and relatively doubling attacks) [13] as well as DPAs. The above attacks can be thwarted through randomization/masking and hiding [14]. FAs are also very powerful attacks against asymmetric cryptography primitives and associated mathematical parameters (in the case of ECC) especially when combined with SCAs. By injecting faults during a cryptographic computation flow, FAs can create cryptographic weaknesses (in the case of ECC transforming the EC into a graphically weak one) and/or faulty results that can reveal the key. FA countermeasures are based on the compute computation principle with appropriate fault detection mechanisms and randomization as well as hardware, fault tolerance based techniques like dual rail circuitry [15].

IV. IMPROVING SIDE-CHANNEL RESISTANCE OF S-BOXES

One of the most sensitive part of a secure symmetric cryptographic algorithm considering SCA is the substitution operation, often implemented using the so-called S-Boxes, the widely used non-linear building blocks in block ciphers. When evaluating S-boxes, researchers need to consider a vast number of different security properties. Each of the properties characterize the resistance of an S-box against a certain attack.

In addition, when considering the SCA resistance of S-boxes, the situation is even more complex. The main reason is in a contradicting criteria for ensuring both, the SCA
resistance and theoretically secure S-boxes. In particular, the non-linearity property implies more theoretically secure substitution operations, while at the same time weaker against side-channel attacks, ciphers.

Starting from the initial work of Kocher et al. [8], the topic of differential power analysis receives an undivided interest from both academia and industry. This fact is largely related to the practicality of these attacks and as a consequence this topic also attracts some attention from cryptographic algorithm designers. When block ciphers are concerned, the resistance to attacks of a cryptographic algorithm, such as differential [16] and linear [17] cryptanalysis, are well studied. However, improving the resistance to DPA together with improved resistance against linear and differential attacks are shown to be a contradicting phenomena [18].

In literature, there are several metrics proposed to quantify the resistance of a block cipher against power analysis. In 2004, Guilley and Pacalet proposed SNR (DPA) as a first attempt to quantify the level of leakage expected from a design under certain assumptions [19]. Shortly after that, Prouff proposed the “transparency order” in an attempt to compare S-boxes in terms of their resistance to DPA [20]. In 2012 Fei et al. take another approach and propose the “confusion coefficient” for S-boxes which quantifies how distinguishable two key candidates can be in the case of DPA [21].

All those efforts suggest a clear interest in this type of research but we are still far from taking a measure for SCA resistance into consideration when designing a new cipher. However, there is a clear potential with this type of research. Namely, improving the SCA security intrinsically could decrease the costs of SCA countermeasures, which is a big problem for low-cost applications such as RFIDs, sensor nodes, etc.

V. EMBEDDED TESTS FOR TRNG

To properly evaluate the quality of TRNG, embedded tests are needed in order to properly monitor the noise source. Towards this, the German standard AIS-31 [22] proposes three classes of embedded tests: start-up tests after power-up, the tot-test to detect a total failure, and continuous tests which are slower, but capable of detecting more subtle statistical weaknesses.

Usual TRNGs consist of a noise source, an entropy extractor and a post-processing block. The noise source is the component that generates all the randomness in the system, sometimes in the form of an analog signal. The entropy extractor converts this signal into raw random numbers. These numbers are not necessarily statistically perfect, since some bias and correlation between the bits might be present. To cope with this, post-processing is used to compress the raw bits into full-entropy internal bits. Additionally, embedded tests can also be applied, in particular at three specific points: after the entropy source (analog signal), after the extractor (on raw bits) or after the post processing block (on internal bits). The closer the testing to the entropy source, the more reliable it is.

An example of direct monitoring of the entropy source is embedded jitter measurement to ensure that enough jitter is generated. This solution was implemented in [23].

Raw bits and internal bits can be monitored using statistical tests. The common idea behind the statistical tests is to measure a property of the generated sequence (such as the bias or the frequency of appearance of a given pattern) and to calculate the probability that an ideal RNG produces a sequence that is worse than the measured one. If this probability is below a given threshold, the test fails. FPGA implementations of selected statistical tests from FIPS and NIST test suites are provided in [24] and [25]. An ASIC implementation of 6 selected NIST tests is presented in [26]. The common limitation of the reported statistical tests implementations is the fact that they work only for Independent Identically Distributed (IID) values. If an entropy source providing non-IID values is used with the post-processing block, raw bits will always fail these tests. To the best of our knowledge there are no implementations of embedded statistical tests that would be suitable for non-IID entropy sources.

VI. HARDWARE TROJANS DETECTION TECHNIQUES

Detection of Hardware Trojans at an early stage is extremely important because, unlike software, hardware Trojan cannot be removed once inserted. Since the nature of Trojans varies widely, it is not possible to develop a unique detection technique. The state of the art literature on Trojan detection can be divided into two wings, viz.: destructive and non-destructive.

Destructive methods exploit techniques like reverse engineering to detect Trojans. Sophisticated, expensive, and highly accurate techniques like Scanning Optical Microscopy (SOM) etc. are deployed to reconstruct the design layout and eventually the original netlist. Such techniques can become impractical when applied on a large number of ICs. Recently [27] authors present a new approach to detect Trojans by visual inspection which studies the cross-correlation between images of the last metal layer directly obtained from the manufactured die to the ones produced by design tools before manufacturing.

The non-destructive methods can be further classified as: invasive and non-invasive. Non-invasive techniques for Trojan detection compares the performance characteristics of the target circuit with a “golden model”. A detection mechanism called DEsign-For-ENabling-SEcurity (DEFENSE [28]) adds reconﬁgurable logic to the functional design in order to implement security monitoring at real time. Some testing techniques could also be deployed to detect Trojans. Standard testing techniques may not be effective for Trojan detection owing to their extremely low activation probability. Banga et al. [29] use the inverted output of flip-flops \( Q \) in order to raise the control over them and enlarge the space of reachable states. Jha and Jha [30] propose a randomization technique to probabilistically compare the functionality of the original design and the ﬁnal circuit. Tehraniipoor et al. [31] presented a method to increase the probability of generating a transition in a Trojan and analyze its activation time. All these techniques cannot entirely ensure the triggering of Trojans and therefore
its detection as the test patterns are very complex and design dependent.

Another popular technique to detect Trojans in ICs is SCA. One of the first work by Agarwal et al. [32] proposed to use of Principle Component Analysis (PCA) for extracting a side-channel fingerprint of an IC and to compare it to the one of the golden model. Further physical characteristics which can be used to detect Trojans are leakage current, dynamic current, or internal delays.

VII. CONCLUSION

This paper highlights the challenges in designing trustworthy cryptographic systems, with an emphasis on the existing attacks to their implementations. Particularly, this paper discusses how computational optimizations can open a window to side-channel and fault attacks or how an attempt to reduce leakage may lead to mathematically weaker encryption algorithms. Additionally, we survey the generation of true random numbers and online testing of the generated values. To conclude, the existence of possible Hardware Trojans and their detection is analyzed. Overall, this paper gives some directions to the needed research on the design and implementation of trustworthy cryptographic systems.
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