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Abstract—In the literature, many solutions for measuring the reputation of web services have been proposed. These solutions help in building service recommendation systems. Nonetheless, there are still many challenges that need to be addressed in this context, such as the “cold start” problem, and the lack of estimation of the initial reputation values of newcomer web services. As reputation measurement depends on the previous reputation values, the lack of initial values can subvert the performance of the whole service recommendation system, making it vulnerable to different threats, like the Sybil attack. In this paper, we propose a new bootstrapping mechanism for evaluating the reputation of newcomer web services based on their initial Quality of Service (QoS) attributes, and their similarity with “long-standing” web services. Basically, the technique uses regression models for estimating the unknown reputation values of newcomer services from their known values of QoS attributes. The technique has been experimented on a large set of services, and its performance has been measured using some statistical metrics, such as the coefficient of determination ($R^2$) and the Mean Square Error (MSE).
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I. INTRODUCTION

Web service recommendation systems provide a precious assistance to users in selecting the best available services for their systems. In order to recommend services, such systems manage different kinds of information about services, among which reputation. This subjective characteristic is an aggregation of feedback ratings from users. It reflects how a given service is perceived by its users.

In the literature, many reputation management models have been proposed to accurately evaluate the reputation of web services based on user feedback ratings [1]–[4]. Although these models have addressed many reputation aspects such as user credibility, time sensitivity, personalized preferences, majority ratings, etc., reputation bootstrapping is still a common neglected aspect [4]–[6].

In fact, reputation bootstrapping (i.e., the mechanism of assigning rates to newly published (newcomer) web services that have no rating history in the system) is an important and challenging issue due to the following reasons:

- The mechanism has to assign fair reputation values to newcomer services to enhance their visibility and to give them chance to compete with similar services during service recommendation and selection phases. Hence, it provides a solution to the “cold start” problem, which describes the situation in which a recommendation system is unable to make a meaningful recommendation due initial lack of ratings [7].
- The assigned reputation values have to reflect a particular service, and should not be general values about the recommendation system, such as attributing the average reputation in the system [8], or assigning a fixed reputation based on the evaluated rate of maliciousness in the system [9].
- The lack of a correct estimation of the initial reputation values of newcomer services may subvert the whole system, making it vulnerable to different threats [4] (e.g., the Sybil Attack [10].)
- The bootstrapping technique has to provide a solution to the whitewashing problem too [5]. Whitewashing (changing identity) occurs when an entity leaves the recommendation system then re-integrates it with a new identity in order to erase its poor reputation that was gathered with its previous identity [9].

Some approaches for reputation bootstrapping have been proposed in the past [8], [9], [11], [12] . Most of them assign the same initial reputation value for every newcomer Web service. Or, they just do not offer a complete solution that considers all the previous challenges.

In this paper, we introduce a new bootstrapping technique for assigning initial estimated reputation values to newcomer Web services. Though reputation is a subjective concept, it reflects users satisfaction about the service’s offered quality of service (QoS). It has been observed that fair feedback ratings provided from the majority of honest users are correlated, even with a slight deviation (due to a difference in raters opinions), to the QoS of the consumed services [13]. Hence, we employed in this technique QoS and reputation data of long-standing services, in order to build a reputation estimation model for bootstrapping the reputation of newcomer web services. We mean by “long-standing services” the services that have long feedback records constructed from the collected user feedback ratings.
The technique is based on three main phases:

- **Provider reputation evaluation:** The system assesses the reputation of the new service provider from the reputation of its previously published web services.

- **Reputation estimation from similar web services:** First, the system selects among the long-standing web services those which are similar to the newcomer service. Second, the system builds an equation model based on: i) reputation scores and ii) the QoS of similar services. Finally, the system, based on the established model, estimates a reputation value of the newcomer service.

- **Regression-based reputation estimation:** Likewise to the second phase, the system builds a multiple linear regression model from QoS and reputation data of all long-standing web services. This model enables the estimation of the unknown reputation value of new comer services from their known values of QoS.

The final reputation is assigned to the newcomer web service depending on the results of the three phases.

The remaining of the paper is organized as follows: in Section II, we present the reputation bootstrapping model. Phases one, two and three are detailed respectively in Sections III, IV, and V. We show the results of our experiments in Section VI. We discuss the related work in Section VII, before concluding the paper in Section VIII.

II. REPUTATION BOOTSTRAPPING MODEL

Rather than assigning a default initial reputation value to newly posted web services, we propose a reputation bootstrapping model that assigns appropriate reputation values depending on their initial QoS. Thereby, the assigned reputation values give more chances for these services to be recommended and selected. Moreover, the bootstrapping model offers a solution for the “cold start” and the “whitewashing” problems. So, from the one hand we avoid fixed initial values, and from the other hand, even if a service leaves the system and comes back later with another identity (Name, URL, Provider Domain, etc.), it will get a reputation value that approximates to its reputation values before leaving the system.

We suppose that the bootstrapping model belongs to a reputation management framework for web service recommendation. This framework enables the collection of feedback ratings from service users, the assessment of reputation values of web services, and the monitoring (or the collection) of the QoS of web services. Moreover, the system indexes Web service descriptions (WSDL documents) and keeps information of all services, including dead or left services.

At the initial phase, when a new Web service $S_i$ arrives to the system, we assume that it comes with a set of initial QoS vector $Q_{init}^{S_i} = < Q_{i,1}, Q_{i,2}, ..., Q_{i,k} >$. These QoS values are provided during publication time by the service provider ($Pr(S_i)$) as the advertised QoS. They can be established by the system after a short period of service testing and monitoring (The system can use one of the approaches proposed in this survey [14]). Then, to bootstrap the reputation of the new service $S_i$, the system goes through three phases: i) provider reputation evaluation, which is explained in Section III, ii) reputation estimation from similar services, which is described in Section IV, and iii) reputation estimation from multiple regression models built from QoS and reputation values of long-standing services in the system, which is detailed in Section V.

In Algorithm 1, we present the process that covers the three phases to estimate the reputation of the new web services $S_i$. First, the system checks whether the provider of the service is known by the system (Line 1 in Algorithm 1), that is, the service provider belongs to the list of providers $ProviderList$ that have previously published services in the system. In the positive case, the system computes the reputation of this provider, denoted $prReputation$, based on the reputation of its long-standing services (Line 2). We present details on how we calculate the reputation of the provider in Section III.

Afterwards, the system seeks for long-standing services that provide similar functionalities to the new web service (Line 3). To evaluate the similarity between web services, we use the approach proposed by Tibermacine et al. [15]. If the $simServiceSet$, which denotes the set of similar service, is not empty, the system builds an equation model from the QoS vectors and reputation values of similar services (Line 5 in the Algorithm), as it is detailed in Section IV. The system estimates from the built model a reputation value, denoted $mReputation$, for the newcomer service based on its initial QoS vector. The maximum value between the provider reputation and the estimated reputation ($mReputation$) is assigned to the newcomer service. The choice of the maximum value (an optimistic strategy) is motivated by the fact that if a provider has a good reputation, it is likely that its new service will have a good reputation too. If the estimated reputation is better, then we give a chance to this service to be selected and evaluated by users, independently of its provider reputation.

Besides, when the provider of the service is also new to the system, we check if it is a whitewashing situation (lines 12-17 in Algorithm 1). The system retrieves all similar long-standing services and compares their similarity scores with the new service (similarity scores range between 0 and 1, where 1 means that services are totally similar and 0 otherwise). If the highest similarity score equates to one, and the similar service has left the system, then, the provider of the new service becomes suspicious, and we assign the (old) reputation of the service that has left to the new service (line 17 in the algorithm). Otherwise, we go to phase two, where the system builds an equation model from QoS and reputation values of similar services. The estimated reputation is assigned to the newcomer service.
When the newcomer service and its provider are both new, and there are no similar services in the system, we go to phase three (detailed in Section V). The system builds a multiple linear regression model from QoS vectors and reputation values of all long-standing web services in the system (line 23 in the algorithm). Likewise to phase two, the model gives also an estimation of service reputation based on the service initial QoS. The estimated value is assigned to the newcomer web service.

Input: $S_i$ new service
Output: Reputation

Begin
1: if (Provider($S_i$) $\in$ ProviderList) then
2: prReputation $=$ providerReputation(Provider($S_i$));
3: simServiceSet $=$ getSimilarServices($S_i$, ServiceList);
4: if (simServiceSet $\neq \emptyset$) then
5: eModel $=$ buildEquationalModel(simServiceSet);
6: mReputation $=$ estimateReputation(Qos($S_i$), eModel);
7: reputation $=$ Max(prReputation, mReputation);
8: else
9: reputation $=$ prReputation;
10: end if
11: else
12: simServiceSet $=$ getSimilarServices($S_i$, ServiceList);
13: if (simServiceSet $\neq \emptyset$) then
14: SimVector $=$ Similarities($S_i$, simServiceSet);
15: aService $=$ HighestScoreService(SimVector);
16: if (Max(simVector) $>= 1$ && hasLeft(aService)) then
17: reputation $=$ getReputation(aService);
18: else
19: eModel $=$ buildEquationalModel(simServiceSet);
20: reputation $=$ estimateReputation(Qos($S_i$), eModel);
21: end if
22: else
23: rModel $=$ BuildRegressionModel(serviceList);
24: reputation $=$ estimateReputation(Qos($S_i$), rModel);
25: end if
26: end if

End

Algorithm 1: Reputation bootstrapping algorithm

III. PROVIDER REPUTATION

The reputation of a given provider mainly depends on the quality of its offered services, thus on their reputation. In this phase, we assess the reputation of a provider as the average of the reputation scores of its services. Given a provider $P_{Rx}$, let $Services(P_{Rx}) = S_1, S_2, ..., S_n$ be the set of web services provided by $P_{Rx}$. The reputation of this provider is assessed as follows:

$$RP(P_{Rx}) = \begin{cases} \frac{\sum_{i=1}^{n} R(S_i)}{n} & \text{if } Services(P_{Rx}) \neq \emptyset \\ 0 & \text{Otherwise} \end{cases}$$

where,
- $R(S_i)$ is the reputation of service $S_i$ that belongs to the provider’s service set ($S_i \in services(P_{Rx})$).
- $\emptyset$ denotes an empty set.

The reputation of a new provider, in case of the introduction of a new service, is set to 0. This value means that the provider is by default not trusted. However the reputation of the provider is updated automatically once the reputation of one of its services has been modified.

IV. REPUTATION ESTIMATION FROM SIMILAR SERVICES

Since a user rates similar web services based on the same criteria, it could be possible to estimate the reputation of newcomer web service based on reputation values of its similar services, which are aggregations of user feedback ratings. In this phase, we present how to estimate, according to QoS values, the reputation of a newcomer service $S_i$. For illustration, we suppose that service $S_i$ comes with three initial QoS values: i) response time, denoted $T_i$ or in general form $Q_{i,1}$; ii) availability, denoted $A_i$ or $Q_{i,2}$; and iii) price, denoted $P_i$ or $Q_{i,3}$.

To estimate the reputation of service $S_i$, we follow the next steps:

1) Selecting similar services: First, the system selects from its database long-standing services that are similar to service $S_i$. We use the approach proposed by Tibermacine et al. [15] to assess the similarity between the new web service and the long-standing services. The approach assesses the similarity between two services by comparing their WSDL files using several lexical and semantic metrics. The results of the similarity assessment are scores that range between 0 and 1, where 0 represents a total dissimilarity and 1 a total similarity. Compared web services with a similarity score greater or equal than a fixed threshold (e.g., 0.75) are considered as similar. The result of this step is a set of similar services denoted by \textit{simServiceSet}.

2) Preparing QoS data: Second, the system retrieves QoS and reputation values of each service in \textit{simServiceSet}. Let $S_j \in simServiceSet$ ($j=1,..,m$) be a similar service. Each similar service $S_j$ has a QoS vector $Q_{S_j} = < T_j, A_j, P_j, R_j >$. Where $R_j$ denotes the reputation of service $S_j$ calculated from user feedback ratings. Table I groups the collected data. Besides, the newcomer service $S_i$ has the vector $Q_{S_i}^{init} = < T_i, A_i, P_i, R_i >$. Where $T_i$, $A_i$ and $P_i$ represent the initial QoS values, and $R_i$ is the unknown reputation value.

Afterwards, the system scales all QoS values in the interval [0,1]. Thus, each QoS value (QosVal), which is $T_i$, $A_i$, or $P_i$ ($j=1,..,m$) in Table I, is replaced by NewQosVal as follows:

$$NewQosVal = \frac{QosVal - MinVal}{MaxVal - MinVal}$$

where, $MinVal$ and $MaxVal$ are respectively the minimum and maximum recorded value in the system.
Solving an equation system:

The equation system represents the relation between QoS values and reputation. Thus, from the scaled data of Table I, we define the equation system of m equations with 3 variables (QoS attributes) as follows:

\[ R(S_k) = \begin{cases} 
T_1.X_1 + A_1.X_2 + P_1.X_3 = R_1 \\
T_2.X_1 + A_2.X_2 + P_2.X_3 = R_2 \\
T_3.X_1 + A_3.X_2 + P_3.X_3 = R_3 \\
:\vdots:\vdots:\vdots \\
T_m.X_1 + A_m.X_2 + P_m.X_3 = R_m 
\end{cases} \]

(4)

where, \( X_1, X_2 \) and \( X_3 \) are the variables, the coefficients \( T_1, A_1 \) and \( P_1 \) are the QoS values, and \( R_k \) is the reputation value \( (R(S_k)) \). Each equation in the system represents the relation between QoS values and the reputation of each service. Finally, we solve the equation system to find values of \( X_1, X_2 \) and \( X_3 \).

4) Evaluating reputation: Finally, Once the equation system is solved, we can find the reputation of the newcomer service \( R_i \) by direct application of the values of \( X_1, X_2 \) and \( X_3 \) in the following equation:

\[ R_i = \frac{R_f}{3} \times \left( \frac{T_i}{T} + \frac{A_i}{A} + \frac{P_i}{P} \right) \]

(6)

This formula stipulates that the ratio of the newcomer service reputation to the reputation of its similar services is equal to the average of the ratios of the QoS attributes of the newcomer service to those of its similar services.

V. REGRESSION-BASED REPUTATION ESTIMATION

In case the equation system has no solution for the \( m \) equations, we eliminate from the system one equation, which includes the oldest assessed value of reputation, and we solve the equation-system again. We keep eliminating equations and solving the system till we find a solution, and \( m \) is still greater or equals 3. In case we could not get a solution for the equation system, we assess the reputation of the new web service as follows:

- **Construct the mean vector of similar-services’ QoS:** For instance, column \( S_r \) in Table II represents the mean vector for the QoS values in Table I. And, column \( S_i \) represents the vector that holds QoS data of the new service.
- **Compute the reputation \( R_i \) of the new service \( S_i \) by applying the following formula:**

\[ R_i = \frac{R_f}{3} \times \left( \frac{T_i}{T} + \frac{A_i}{A} + \frac{P_i}{P} \right) \]

This formula stipulates that the ratio of the newcomer service reputation to the reputation of its similar services is equal to the average of the ratios of the QoS attributes of the newcomer service to those of its similar services.

### Table I

<table>
<thead>
<tr>
<th>Service</th>
<th>Response Time (T)</th>
<th>Availability (A)</th>
<th>Price (P)</th>
<th>Reputation (R)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S_1 )</td>
<td>( T_1 )</td>
<td>( A_1 )</td>
<td>( P_1 )</td>
<td>( R_1 )</td>
</tr>
<tr>
<td>( S_2 )</td>
<td>( T_2 )</td>
<td>( A_2 )</td>
<td>( P_2 )</td>
<td>( R_2 )</td>
</tr>
<tr>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
</tr>
<tr>
<td>( S_m )</td>
<td>( T_m )</td>
<td>( A_m )</td>
<td>( P_m )</td>
<td>( R_m )</td>
</tr>
</tbody>
</table>

**GENERIC FORM OF SERVICE QoS VECTORS AND REPUTATION**

### Table II

<table>
<thead>
<tr>
<th>QoS Value</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_r )</td>
<td>( T_r = \frac{\sum_{i=1}^{m} T_i}{m} )</td>
</tr>
<tr>
<td>( A_r )</td>
<td>( A_r = \frac{\sum_{i=1}^{m} A_i}{m} )</td>
</tr>
<tr>
<td>( P_r )</td>
<td>( P_r = \frac{\sum_{i=1}^{m} P_i}{m} )</td>
</tr>
<tr>
<td>( R_r )</td>
<td>( R_r = \frac{\sum_{i=1}^{m} R_i}{m} )</td>
</tr>
</tbody>
</table>

**MEAN QoS VALUES**
The aim of the experiment is to study the feasibility of data extracted from WSDream [16] and QWS [17] datasets. Conducted our experiment on a set of real web services based on its initial QoS vector.

\[
\begin{align*}
Q_1,1 & \quad Q_1,2 \quad \cdots \quad Q_1,m \\
Q_2,1 & \quad Q_2,2 \quad \cdots \quad Q_2,m \\
\vdots & \quad \vdots \quad \quad \vdots \quad \vdots \\
Q_n,1 & \quad Q_n,2 \quad \cdots \quad Q_n,m \\
\beta & \quad X \\
\beta_1 & \quad \beta_2 \quad \cdots \quad \beta_n \\
\epsilon & \quad \cdots \\
\epsilon_1 & \quad \epsilon_2 \quad \cdots \quad \epsilon_n \\
R_1 & \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \qu
interaction between the selected (409) web services and (339) users.

Each service has an actual performance (overall quality) level (from 1 to 10), denoted PerfVal, that represents in a scale of 10 how good is the overall quality provided by the service. PerfVal is calculated based on a utility function (i.e., a single scalar metric to quantify quality perception) of the delivered service, as suggested in [3]. However, in our work, we propose to calculate the utility function with the root mean square, which is a measure of the magnitude of the scaled QoS metrics. Thus, PerfVal of service \( S_i \) is assessed as follows:

\[
\text{PerfVal}(S_i) = 10 \times \sqrt{\frac{1}{k} \sum_{j=1}^{k} \text{Scal}(Q_{i,j})^2}
\]

Where, \( k \) is the number of used QoS metrics (\( Q_{j, j = 1, \ldots, k} \)). And, \( \text{Scal}(Q_{i,j}) \) is the scaling function, which is defined by Eq. 10, if the quality is positive (i.e., the higher is the value the higher is the quality), and by 1 - the same formula otherwise.

\[
\text{Scal}(Q_{i,j}) = \frac{Q_{i,j} - \text{Min}(Q_{j})}{\text{Max}(Q_{j}) - \text{Min}(Q_{j})}
\]

where, \( \text{Min}(Q_{j}) \) and \( \text{Max}(Q_{j}) \) are respectively the minimum and maximum recorded values of the quality \( Q_{j} \).

The program simulates two kinds of users: honest and malicious users. Honest users randomly rate a service based on its PerfVal within the interval \([\text{Max}(0, \text{PerfVal}) - 2, \text{Min}(\text{PerfVal} + 2, 10)]\), e.g. if PerfVal=7, honest feedback ratings could be 5, 6, 7, 8, and 9. The deviation with \( \pm 2 \) from PerfVal represents natural variation between user opinions. Malicious users randomly rate the same service outside the previous interval, always on scale of 10. For instance, if PerfVal=7, malicious feedback ratings could be 0, 1, 2, 3, 4, and 10.

In this simulation, we consider 10% of users are malicious users. Finally, the reputation of web services are calculated as the mean of collected feedback ratings. The final reputation values are the average of 10 round-simulation results.

### C. Multiple regression model building

We build the regression model using the QoS and reputation data of 90% of web services (Training set). The remaining 10% of services are used as service-test set (i.e., services considered as newcomers). We have used Microsoft Excel Regression data analysis tool to build our multiple regression model, because it provides a detailed analysis results about the regression model as it is shown in Figure 1. The same model is also generated by our Java program to estimate the reputation of the elements of the test set.

As we can see from Figure 1, the correlation coefficient (Multiple R=0.8869) indicates a positive relationship between reputation value and QoS data (where, 1 indicates a perfect positive relationship). We see also that \( R^2 = 0.7864 \) which means that 78.64\% of the values fit the model.

Finally, since the significance-F (p-value) = 2.8767 \( \times 10^{-14} < 0.05 \), we conclude that the regression model is a significantly good fit (i.e., the calculated linear equation fits our data). For estimating web service reputation, we use the formula depicted in the bottom of Figure 1.

### D. Reputation estimation and evaluation

We test the efficiency of the multiple regression model in the estimation of web service reputation, using test web services data (the remaining 10% of web services). We
compare the estimation reputation value of each service obtained from the model, with the reputation value calculated from user feedback ratings collected during multi-round simulation. The Mean Absolute Error (MAE) between the estimated and calculated reputation values of the 41 test web services is equal to 0.2651, with a Percentage Error (PE) of 4.656%. A comparison between estimated and calculated reputation values of a sample of test services is shown in Figure 2. We have run multiple experiment rounds by varying the density of malicious users (i.e., rate of malicious users in the system). We have built regression models from the obtained results using the same training set (90% of services). Moreover, we tested regression models using the same test service set. Table IV lists the recorded $R^2$, MAE and Percentage Errors. As we can see, with the variation of malicious density, the regression models provide good results (e.g., $R^2= 0.7507$ with Malicious density = 30%). In addition, the obtained MAE and PE values indicate that there is a slight variation of the estimated reputation values. This variation is caused by the generated models.

Finally, we may safely use the estimated reputation value from the built regression model for bootstrapping the reputation of the newcomer web services. Because, even with greater deviation, the use of these bootstrapped reputation values is still better than assigning initial high (maximum), low (minimal), or any fixed (e.g., average) reputation values.

<table>
<thead>
<tr>
<th>Malicious Density</th>
<th>R</th>
<th>MAE</th>
<th>Percentage Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>10%</td>
<td>0.776797</td>
<td>0.29042</td>
<td>5.06319</td>
</tr>
<tr>
<td>20%</td>
<td>0.760624</td>
<td>0.29270</td>
<td>5.04946</td>
</tr>
<tr>
<td>30%</td>
<td>0.75072</td>
<td>0.26922</td>
<td>4.57920</td>
</tr>
</tbody>
</table>

Table IV $R^2$, MAE AND PE COMPARISON BY VARYING MALICIOUS DENSITY

VII. RELATED WORK

Though many studies have been conducted on trust and reputation for Cloud and Web service systems (e.g. [1], [2], [4]), a little effort has been dedicated to the study of reputation bootstrapping.

In fact, most of the proposed reputation approaches are neglecting this aspect, and only a few of them provide default bootstrapping techniques [11], [18], [19], i.e., they assign a default constant reputation score, such as 0, high (the maximum) or no reputation, to all newcomers. For instance, Zacharia et al. [18] give the minimum possible trust value. However, in such situation, newcomers may never have chance to get selected. Even in the case of assigning high trust values, the problem of “whitewashers” (i.e. malicious participants leave the system and come back with new identities) could raise.

The framework proposed by Jin-Dian et al. [20] assigns the provider reputation to its newly posted services. The authors suggest to assess the reputation of the provider based on its past experiences. However, the problem raises again if the provider is a newcomer in the recommendation system.

Feldman and Chuang [12] propose a solution for bootstrapping reputation of newcomer services based on its probability of deceiving. This probability is computed by collecting all transaction information of the newcomer’s first-time interaction. Moreover, this approach is community-based, and newcomer reputation is adjusted to the reputation of others. However, initial reputation scores are still not fair and they do not reflect the actual reputation of newcomers.

Malik and Bouguettaya [9] propose two bootstrapping techniques for establishing reputation of newcomer web services. The first is an adaptive technique that assigns the initial reputation value based on the rate of maliciousness in the system. The second approach assigns a default reputation score to a newcomer service, where the former purchase the initial reputation from the community provider. Or, the community requests some evaluators (elder service with high reputation) to evaluate the newcomer service in a short period of time. This work has some limitations. In the first technique the reputation of a specific web service is related to the maliciousness rate in the community, which seems highly penalizing or rewarding based on a factor that is unrelated to the service itself. In the second technique, the contribution and the impact of requesters on the reputation of web service is very high, which raises the problem of the trust of evaluators themselves.

Huang et al. [8] propose an equitable trustworthy mechanism that enables new services to startup and grow in an ecosystem environment. The mechanism distinguishes between novice and mature services during service recommendation. The approach considers two trust bootstrapping strategies: i) default strategy where they assign to the newcomer a default initial trust value, and ii) an adaptive boot-
strapping strategy where they assign to the newcomer the average trust value in the system. However, the first strategy do not provide any solution for the cold-start problem nor to the whitewashing problem in case of assigning a high value. Moreover, the second technique assigns the average trust in the system to newcomer services, which is not an accurate solution (e.g. the case where the average is high and the service is bad or the inverse).

The main differences between our solution and the previous solutions are summarized as follows:

- Instead of assigning the same reputation value to all newcomer web services, we propose to estimate the initial reputation value of the newcomer service based on its provider reputation, reputation of its similar long-standing services, and its initial QoS values.
- When the previous values are missing, we make an estimation using a multiple regression model built from the reputation and QoS values of long-standing services.
- We propose a solution to overcome the whitewashing problem based on the similarity of the newcomer service with registered services that have left the system.

VIII. Conclusion

Initial reputation values assigned to newcomer web services have their impact on the performance of web service recommendation systems. In this paper, we proposed a technique that bootstraps reputation of newcomer web services. The technique depends on a multiple regression model for the estimation of the initial reputation scores. This model is build with QoS and reputation values of long-standing web services in the system. Moreover, when providers are known by the recommendation system, the technique evaluates the initial reputation of the new services starting from their provider reputation, and an estimated reputation value obtained from similar web services. The experimental results showed the practicability and the efficiency of the proposed solution. As a future work, we would like to investigate empirically the concrete correlation kind between reputation and QoS (to not make the hypothesis of collinearity). This will potentially enable us to obtain more accurate results.
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