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Abstract—With the increasing size of the memory system 

inside today’s chips, memories are becoming a critical part of the 

design of modern embedded systems. SRAM, DRAM and 

FLASH, respectively used for cache, working memory and non-

volatile storage, are the three main memory technologies of 

current memory hierarchies. But all are facing to manufacturing 

constraints in the most advanced node, which compromises 

further evolution. Magnetic RAM (MRAM) technology is a very 

attractive alternative offering simultaneously reasonable 

performance and power consumption efficiency, high density and 

non-volatility. Among the MRAM technologies, while Toggle 

MRAM suffers from scalability issue and Spin Transfer Torque 

MRAM (STT-MRAM) is facing to data retention failure, 

Thermally Assisted Switching MRAM (TAS-MRAM) uses a 

scheme allowing a fully scalable bit cell, low power writing and 

excellent data retention. This paper demonstrates how features of 

TAS-MRAM can lead to power efficient memory systems. A case 

study of a TAS-MRAM-based L2 cache shows significant power 

saving while keeping reasonable performance. 

Keywords—MRAM, Thermally Assisted Switching, NVM, 

Memory hierarhy, VLSI, SoC, Embedded Systems 

I.  INTRODUCTION 

Because it is the fastest memory technology, SRAM is 

currently chosen to design the upper level of cache memories 

in order to reach the best performance, particularly for 

multiprocessor architecture. With advanced technology nodes, 

SRAM is facing to leakage current which can lead to penalty 

in power consumption. DRAM occupies a lower level of the 

memory hierarchy as it is slower, but has higher density than 

SRAM. This technology is also power consuming due to its 

refresh policy to avoid data loss. Finally, we may find FLASH 

as the last level of the memory hierarchy, used for its high 

storage and non-volatility capabilities. To overcome 

performance and power issues of future embedded systems, 

some non-volatile memory technologies (NVMs) emerged in 

the past years. Magnetic RAM (MRAM), Resistive RAM 

(RRAM) and Phase-Change RAM (PCRAM) are seen by 

ITRS as the most promising candidates for a new era of low 

cost, low energy, high density and non-volatile 

embedded/mobile devices. While being non-volatile, MRAM 

combines good scalability, low leakage and radiation hardness 

[1]. For a same die footprint, MRAM can be used instead of 

SRAM to get about four times larger memory, which can lead 

to significant improvement of overall system performance and 

power consumption. Although MRAM is presenting a lot of 

attractive properties, two main issues are still under severe 

investigation: latency and dynamic energy. Compared to 

SRAM, MRAM write latency is around three to ten times 

higher, as well as MRAM write energy due to the high current 

needed to switch the bit cell. 

In this paper, we explore integration of TAS-MRAM into 

the memory hierarchy of multiprocessor architecture. Both 

performance and energy are evaluated using a processor 

architecture simulator (GEM5) and a circuit-level model 

simulator for NVMs (NVSIM). We will demonstrate that 

using TAS-MRAM can be an attractive alternative to optimize 

overall system power consumption keeping reasonable 

performance. 

 

II. MRAM BASICS 

MRAM bit is a Magnetic Tunnel Junction (MTJ) which 

consists of two ferromagnetic layers separated by a thin 

insulating barrier. The information is stored as the magnetic 

orientation of one of the two layers, called the Free Layer 

(FL). The other layer, called the Reference Layer or Fixed 

Layer (RF), provides a fixed reference magnetic orientation 

required for reading and writing. The Tunnel 

Magnetoresistance (TMR) effect [2] causes the resistance of 

the MTJ to depend significantly on the relative orientation of 

the two magnetic layers: the antiparallel state gives a 

resistance much larger than in the parallel state. It enables the 

magnetic state of the FL to be sensed thanks to a current 

flowing through the MTJ. Hence, stored information can be 

read. In order to switch the orientation of the FL, three 

methods have been proposed: Toggle [3], Spin Transfer 

Torque (STT) [4] and Thermally Assisted Switching (TAS) 

[5]. 

 

A. Toggle MRAM 

Fig. 1 illustrates a typical Toggle MRAM bit cell. This 

memory uses one transistor and one MTJ (1T-1MTJ) for each 

bit cell. The transistor provides the current flow through the 



MTJ needed for the read operation. Each MTJ is located at the 

intersection of two conductive lines. The Toggle write scheme 

consists of a specific current pulse sequence through the 

conductive lines in order to generate a magnetic field to switch 

the magnetic orientation of the FL to its opposite direction. 

Combining use of a free layer synthetic antiferromagnetic 

layer (SAF) with the current pulse sequence avoids the half-

select problem for better selectivity. Limitation of this 

technology is its scalability. Reducing the size of the MTJ will 

lead to data retention issue. Besides, compared to other 

MRAM technologies, Toggle MRAM consumes a significant 

amount of current which does not shrink proportionally to the 

bit cell size [6]. 

 

B. STT-MRAM 

Fig. 2 describes the write scheme of STT-MRAM. This 

technology uses the STT effect to switch magnetic orientation 

of the FL. A highly spin polarized current flowing into the 

MTJ provokes a “torque” applied by the injected electron 

spins on the magnetization of the FL. Hence, applying a 

sufficient current through the MTJ will causes sufficient 

torque to switch the bit cell, thus information can be written. 

Although STT effect allows STT-MRAM to use fewer current 

than Toggle MRAM, its main limitation on dimensional 

scaling will be posed by retention time failure. When a STT-

MRAM cell is scaled, the thermal stability factor scales down 

linearly with the area, and can cause unreliability due to 

retention failure [7]. 

 

C. TAS-MRAM 

Fig. 3 displays a complete TAS write operation. TAS method 

allows TAS-MRAM to combine very low power writability 

with excellent data retention by adding an antiferromagnetic 

layer in order to block the FL magnetic orientation under a 

threshold temperature. To switch the bit cell, a select transistor 

provides a current flow to heat the MTJ above the blocking 

temperature enabling storage of new information thanks to 

application of a magnetic field. Besides, heating the FL allows 

TAS-MRAM to use lower current than Toggle MRAM for 

writing the bit cell. This write scheme leads simultaneously to 

very high scalability, good thermal stability and low power 

programming. 

 

 
Fig. 1. Typical Toggle MRAM 1T-MTJ bit cell 

 

 
Fig. 2. STT effect of STT-MRAM 

 

 
Fig. 3. TAS-MRAM principle 

 

III. EXPLORATION FLOW 

This section will present the high level simulation tools we 

are using to explore integration of MRAM technology into the 

memory hierarchy of processor architecture. 

A. NVSIM Simulator 

NVSIM [8], a modified environment of CACTI [9], is a 

circuit-level model for NVM performance, energy, and area 

estimation, which supports various NVM technologies, 

including STT-MRAM, PCRAM, RRAM, and legacy NAND 

Flash. It also includes the volatile SRAM memory. NVSIM is 

successfully validated against industrial NVM prototypes in 

[8], and it is expected to help boost architecture-level NVM-

related studies. With NVSIM, we can estimate electrical 

features of a complete memory chip such as read/write access 

time, power consumption and so on, which can be used to 

calibrate a memory hierarchy of, for instance, a processor 

architecture simulator. 



B. GEM5 Simulator 

GEM5 [10] is a cycle accurate processor architecture 
simulator whose accuracy was validated against real hardware 
platform in [11]. It currently supports most commercial ISAs 
like ARM, ALPHA, MIPS, Power, SPARC and x86. The 
simulator's modularity allows these different ISAs to plug into 
the generic CPU models and the memory system without 
having to specialize one for the other. GEM5 can simulate a 
complete processor-based system with devices and operating 
system in full system mode and it supports also simulation of 
multi-core systems. The use of GEM5 allows us to define the 
overall processor system architecture, including the memory 
hierarchy specifications: cache size, L1/L2 cache and main 
memory latencies. Hence, we are able to extract execution time 
and all the memory transactions for a given application: 
number of L1/L2 read/write accesses, cache hits and misses, 
among other parameters. 

C. Evaluation flow 

Combining NVSIM with GEM5 allows us to evaluate 

different memory hierarchy strategies using SRAM and 

MRAM in order to find the best trade-off in terms of 

performance and power consumption. Memory hierarchy 

defined in GEM5 can be calibrated in access latency using 

simulation results of NVSIM. Fig. 4 depicts the exploration 

flow used for our study. 

 

 

 
Fig. 4. MRAM-based memory hierarchy exploration flow 

 

TABLE I.  SPLASH-2 BENCHMARKS INPUT SETS 

Benchmark Input set 

barnes 16K Particles, Timestep = 0.25, Tolerance 1.0 

fmm 16K Particles, Timestep = 5 

fft 220 total complex data points  

lu1 Contiguous blocks, 512x512 Matrix, Block = 16 

lu2 Non-Contiguous blocks, 512x512 Matrix, Block = 16 

ocean1 Contiguous partitions, 514x514 Grid 

ocean2 Non-Contiguous partitions, 258x258 Grid 

radix 4M Keys, Radix = 4K  

water 153 Molecules, Timestep = 3 

 

IV. EXPERIMENTAL SETUP 

For our study, we propose to use some applications of 

SPLASH-2 benchmark suite [12], which are mostly in the area 

of High Performance Computing (HPC), to evaluate the 

impact of TAS-MRAM for shared L2 cache on two-core 

processor architecture. Table I gives details on input sets used 

for the benchmarks. We considered a 1GHz 32-bit RISC 

ARMv7 processor, with a complete Linux operating system 

running on top of it. We assume a two-level cache 

configuration: private 32kB L1 Instruction-cache (I-cache) 4-

way associative, private 32kB L1 Data-cache (D-cache) 4-way 

associative, shared 512kB L2 cache 8-way associative. The 

main memory is a DDR3 type whose latency is fixed to 100 

cycles. For our study, we integrate a model into NVSIM for 

the TAS-MRAM technology which was validated against 

industrial prototype in terms of performance, but not yet in 

terms of energy. Hence, we will use targeted performances of 

the industrial chip to evaluate the TAS-MRAM technology 

against SRAM. 

V. PERFORMANCE EVALUATION 

Performance comparison is made at node 120nm for SRAM 

and 130nm for TAS-MRAM, the main idea is to have a fair 

comparison for same technology node. First of all, we 

characterize each level of the SRAM-based memory hierarchy 

by simulation using NVSIM in order to calibrate latency 

parameters in GEM5. Table II describes performance of 

SRAM-based L2 cache, and targeted performance of TAS-

MRAM-based L2 cache. TAS-MRAM write latency and hit 

latency are respectively about 8.5 times and 6 times higher 

than SRAM write and read latencies. 

Fig. 5 shows the total execution time of several benchmarks 

of SPLASH-2 for two memory hierarchy schemes: a baseline 

scenario where all the cache memory hierarchy is 

implemented in SRAM (‘SRAM’) and a second scenario 

where L1 I-cache and L1 D-cache are in SRAM while L2 

cache is based on TAS-MRAM (‘TAS_MRAM’). Results are 

normalized to the execution time spent with the ‘SRAM’ 

scenario. Observing Fig. 5, we can notice performances of the 

two scenarios are quite similar for the simulated benchmarks. 

We can notice a performance penalty from 3%, for the lu1 

application, to 28%, for the ocean1 and ocean2 applications. 

Fig. 6 and Fig. 7 depicts respectively the average L2 cache 

miss rate evolution and the average L2 miss latency evolution 

at runtime for the barnes benchmark. Analyzing Fig. 6, we can 

notice that changing latencies does not affect the L2 cache 

miss rate behavior. It is not surprising since cache miss rate 

depends more on parameters related to size, such as cache size 



and cache line size. In our study, these parameters are 

identical for the both scenarios. The small time gap between 

the curves comes from the difference on the execution time. 

Observing Fig. 7, we can examine the large L2 cache miss 

latency gap replacing SRAM with TAS-MRAM, which is due 

to the high latencies of the MRAM technology. At the end of 

the execution time, we can examine a ratio of two between the 

both scenarios for the average L2 cache miss latency. The 

small gap observed on the execution time concerning the 

barnes benchmark is explained by the L2 cache miss rate 

evolution. As the L2 cache miss reaches quickly enough a rate 

under 10%, the impact of large cache miss latency for TAS-

MRAM-based L2 cache is not significant in terms of 

performance. For the other benchmarks, such as ocean and 

radix, the larger difference on execution time is justified by a 

higher average L2 cache miss rate compared to the barnes 

benchmark. However, since L2 cache is not the upper level of 

the memory hierarchy, performance of ‘TAS_MRAM’ 

scenario is not so far from the baseline scenario, e.g. ‘SRAM’. 

 

TABLE II.  CACHE FEATURES 

Field 

512 kB L2 cache 

SRAM 
TAS-

MRAM 

Hit latency 5.95 ns 35 ns 

Hit energy 1.05 nJ 1.96 nJ 

Write 

latency 
4.14 ns 35 ns 

Write energy 0.08 nJ 4.62 nJ 

Static power 82.23 mW 10 mW 
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Fig. 5. Execution time (Normalized to execution time of ‘SRAM’ scenario) 

0

10

20

30

40

50

60

%

Start (Execution time) End

L2 cache miss rate (barnes)

SRAM

TAS_MRAM

 
Fig. 6. Average L2 cache miss rate for barnes benchmark 
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Fig. 7. Average L2 cache miss latency for barnes benchmark 

VI. ENERGY EVALUATION 

Table II describes energy consumption of SRAM and TAS-

MRAM-based L2 cache. As expected, TAS-MRAM write 

access energy is much higher than SRAM whereas we have 

approximately a ratio of two for hit energy in favor of SRAM. 

But the considerable gain of TAS-MRAM over SRAM is on 

the leakage power: TAS-MRAM is more than 8 times less 

power consuming than SRAM. Indeed, most of the static 

power of memory systems comes from cell arrays. Because 

intrinsically non-volatile, TAS-MRAM cell has zero standby 

power, and the CMOS access transistor does not need to be 

power supplied. All static power for TAS-MRAM memory is 

due to peripheral circuitry such as address decoding, drivers 

and sense amplifiers.  

Fig. 8 displays the total L2 dynamic energy. While total 

TAS-MRAM-based L2 read energy does not exceed twice of 

the total SRAM-based L2 read energy, total write energy is 

much higher using the MRAM technology due to its high 

write energy per access compared to SRAM. However, 

because L2 cache is much more accessed by read operations, 

the total TAS-MRAM-based L2 dynamic energy is about 2 to 

4.5 times higher than the total L2 dynamic energy of our 

baseline. A maximum L2 read ratio of 94% of overall L2 

accesses was noticed for the barnes application while the 

minimum L2 read ratio, observed for the lu2 benchmark, is 



60%. Considering all the simulated benchmarks, we have an 

average L2 read ratio of around 77%. 

Examining Fig. 9, we note the major benefit of using TAS-

MRAM technology into memory systems. Simulation results 

show a gain over SRAM of more than 80% in terms of static 

power consumption for L2 cache. Total L2 cache power 

consumption, including dynamic and static energy, is shown 

in Fig. 10. Results demonstrate L2 cache memory can save 

51% to 84% of power consumption using TAS-MRAM 

memory technology instead of SRAM. The large gap in 

leakage power between the two memories makes TAS-

MRAM-based cache memory a very attractive alternative to 

save energy keeping overall application performance. 

 

VII. RELATED WORK 

Several studies were made upon integration of MRAM into 

the memory hierarchy of processor architectures. Also, 

integration of MRAM into reconfigurable architectures such 

as FPGAs was evaluated. Evaluation of the benefit of 3D 

stacking ability of MRAM for 3D microprocessor was made in 

[13]. NUCA study with intra hybrid cache partitioned in 

regions of different memory technologies including MRAM 

was explored in [14] and [15]. Optimizations techniques such 

as early write termination which prevent unnecessary writes, 

or write buffers, to deal with high write latency and high write 

dynamic energy of MRAM were proposed in [16] and [17]. 

Trade-off between data retention and write latency of STT-

MRAM were analyzed in [18]. In the field of programmable 

logic, investigations were made to evaluate performance and 

power consumption of a non-volatile FPGA using TAS-

MRAM technology in [19], [20] and [21]. In our case, we 

explore the use of TAS-MRAM into the memory hierarchy of 

processor architectures while previous studies in this field 

have used the STT-MRAM technology. So far, TAS-MRAM 

was mostly examined for integration into reconfigurable 

architectures. 
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Fig. 8. Total L2 dynamic energy (Normalized to L2 dynamic energy of 

‘SRAM’ scenario) 
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Fig. 9. Total L2 static energy (Normalized to L2 static energy of ‘SRAM’ 

scenario) 
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Fig. 10.  Total L2 power consumption (Normalized to L2 power consumption 

of ‘SRAM’ scenario) 

VIII. FUTURE WORK 

In order to explore all benefits the TAS-MRAM can bring 

into future memory systems, we plan to develop a complete 

model of this memory technology into the NVSIM simulator. 

Hence, accurate performance, energy and area investigations 

will be possible. For instance, TAS-MRAM write scheme has 

ability to minimize power consumption using only two pulses 

of magnetic field to write an entire word [22]. Fig. 11 

describes how power consumption can be optimized for TAS-

MRAM write process. 

IX. CONCLUSIONS 

Among the emerging memory technologies, MRAM is a 

very promising candidate to help resolve one of the major 

challenges faced in continuing CMOS scaling: Power 

dissipation. Among MRAM technologies, TAS-MRAM is the 

most promising since it is the only memory combining 

simultaneously high scalability, excellent data retention and 

low power programming. Moreover, an innovative concept 

based on another implementation of TAS-MRAMs, called 

Magnetic Logic Unit (MLU) [23], allows one to introduce 

new functionalities such as the Match In Place (MIP) [23]. 

Fields of use of this new architecture are quite wide including 



secure microcontrollers, SIM cards, banking cards, biometric 

authentication chips, near field communication and magnetic 

sensors. Integrating these attractive features, we believe that 

TAS-MRAM technology can lead to a new era of secure, low 

cost and low power non-volatile nanoelectronic systems.  
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Fig. 11.  Power consumption optimization by using only two pulses of 

magnetic field to write all the words. Energy of a heating pulse ~1pJ. Energy 
of a field pulse ~35pJ. In the first step, all bits are heated and reset to ‘0’ with 

a ‘0’ field pulse. In the second step, only the bit to be written ‘1’ is heated 

together with the application of a ‘1’ field pulse. 
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