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Thruster’s Dead-zones Compensation for the Actuation System of an Underwater Vehicle

B. Ropars°*, A. Lasbouygues*, L. Lapierre* and D. Andreu*

Abstract – This paper addresses a control allocation method in order to compensate for the effect of thrusters’ dead-zones, on the actuation system of an underwater vehicle. This solution concurrently considers dead-zone effect and actuation limitation, in order to increase system reactivity. Moreover the impact on energy consumption is also considered.

Experimental results are given to demonstrate the effectiveness and correctness of the proposed method.

I. INTRODUCTION

The last decade has witnessed an increasing interest for underwater robotics, with audacious applications that require pushing further the need for original and efficient solutions, in terms of robustness, reactivity and dependability. The design of the actuation system, and the management of its redundancy, is a current major issue. Indeed, a large number of underwater vehicles have more thrusters than controllable degrees of freedom (DOF), resulting in an over-actuated system [1-5].

In [1-2], this structural redundancy is used to achieve dependability, providing fault tolerance to face the loss of a thruster. Optimization of thrust efficiency is also treated, with a heuristic approach in [8].

The structural redundancy of the system offers the possibility to compute the control allocation in order to realize different prioritized tasks. For example [4] uses a matrix of thrusters’ readiness as a secondary function, as stated in [6]. [7] proposes a heuristic to optimize control performances, including energy consumption..

The management of actuation redundancy can also be performed by adding joint constraints on the control objective of redundant manipulators, using prioritized-tasks, as stated in [9-10].

In our case, we use the secondary task approach to add additional constraints to the thrust allocation of a horizontally-redundant underwater vehicle, in order to remove thrusters’ dead-zone effect from the actuation response, respect actuator saturation and control system reactivity. Impact on energy consumption is considered. Its effect is minimized.

The paper is organized as follows. Chapter 2 states the problem, introduces notation and presents the system. Chapter 3 exposes our solution. Chapter 4 experimentally demonstrates its performance. Chapter 5 concludes the study.

II. PROBLEM STATEMENT

This work and experiments are based on the Remotely Operated Vehicle (ROV), named Jack, manufactured by the Ciscrea Company¹, cf. Fig 1 and 8. Let’s first introduce the notation that will be used in the sequel.

A. Notation

Let \(\{U\}\) be the universal coordinate frame and \(\{B\}\) be the body frame. In the sequel, \(\eta_U\) expresses the system state in \(\{U\}\), \(v_U\) is the system velocities in \(\{B\}\) and \(F_{B,U}\) represents forces and torques provided by the actuation system w.r.t. \(\{B\}\), as stated on Equations 1 and illustrated at Fig 1.

\[
\eta_U = [x, y, z, \phi, \theta, \psi]^T
\]

\[
\eta_B = [u, v, w, p, q, r]^T
\]

\[
F_{B,U} = [F_u, F_v, F_w, F_p, F_q, F_r]^T
\] (1)

Figure 1. Frames definition, for Jack

B. Actuation system architecture

The Jack vehicle is equipped with 6 thrusters able to drive 5 degrees of freedom (DOF). The uncontrolled DOF, the pitch, is naturally stable considering mass and buoyancy restoring forces. Note that these restoring forces also induce a natural stabilization of the roll DOF.

In this study, we only consider the motion in the horizontal plane. 4 thrusters are used in this plane, thus providing

¹www.ciscrea.net
structural redundancy of the actuation system, as depicted in Figure 2.

![Figure 2. Position of horizontal thrusters](image)

Each thruster is fixed on the robot on a point $P_i$, $i = 1,2,3,4$, defined by angle $\varphi$ and distance $d$ w.r.t. $\{B\}$. Perpendicular distance to the thruster’s direction is denoted $d_h$. Orientation of the produced thrust, denoted $F_{m,i}$, is defined with the angle $\alpha$, as depicted in Figure 2. Thrust is driven by an electric motor, with input $c_{m,i}$. The actuation system thus provides 4 forces $F_m = [F_{m,i}]^T$, with 4 motor inputs $c_m = [c_{m,i}]^T$. The resulting forces and torque expressed in the body frame is $F_B = [F_u \quad F_v \quad F_r]^T$.

The ‘vectorial’ thrusters’ configuration exhibits interesting properties, which will be used in the sequel: an identical command applied to the 4 thrusters induces a null resulting force and torque, as expressed in (8). Meanwhile, considering the thruster’s position in $\{B\}$, we define the actuation model:

$$
\begin{bmatrix}
F_u \\
F_v \\
F_r
\end{bmatrix}
= 
\begin{bmatrix}
-cos \alpha & -cos \alpha & cos \alpha & cos \alpha \\
-sin \alpha & sin \alpha & sin \alpha & -sin \alpha \\
-d_h & d_h & -d_h & -d_h
\end{bmatrix}
\begin{bmatrix}
F_{m,1} \\
F_{m,2} \\
F_{m,3} \\
F_{m,4}
\end{bmatrix}
\quad (2)
$$

Where $M_G$ expresses the geometrical distribution of thrusters, $F_B$ is the horizontal resulting forces and torque, expressed in $\{B\}$ and $F_m$ contains the forces produced by each of the 4 thrusters. The following equation expresses the actuation system model:

$$
F_B = M_G \cdot F_m
\quad (3)
$$

C. Redundancy management

For control design purpose, the previous actuation model (3) has to be inverted. Indeed, the actuation demand, coming from a control law or the operator, will result in a set of desired forces and torque (denoted $F_B^d$) to be applied by the actuation system. The inverse actuation model allows computing the desired thrusters’ action according to the relation:

$$
F_m = M_G^+ \cdot F_B^d
\quad (4)
$$

Of course, since $M_G$ is not square and is not directly invertible. One can classically use the Moore-Penrose pseudo inversion if the matrix $M_G \cdot M_G^T$ nonsingular (i.e. $\text{rank}(M_G \cdot M_G^T) = 6$) then:

$$
M_G^+ = M_G^T \cdot (M_G \cdot M_G^T)^{-1}
\quad (5)
$$

The dimension of the Jacobian relation $M_G$ is $(3 \times 4)$; $(l \times n)$ in the general case where: if $n > m$ the system is overactuated, $l$ denoting the size of the configuration space (3 in our horizontal case). If the actuator configuration is well posed, the dimension of the kernel of the Jacobian is $(l \times l)$. Then $(n - l)$ added compatible constraints can be considered in the actuation allocation. The task function approach is classically used for the control of redundant manipulator, including humanoid systems.

Using this approach, we will complement the jacobian relations with the consideration of an ‘operating point’ for the actuation system, which avoids dead-zone inputs while providing the actuation demand $F_B^d$ (when possible), as described in the sequel. Our problem of dead-zone is expressed as an additional constraint, as in [5]. We follow a similar approach and extend this result to dead-zone avoidance.

D. Thruster identification

We have performed experiments on a thruster $P_i$, measuring the produced thrust $F_{m,i}$ and the current consumption ($C_{m,i}$) versus the input $c_{m,i}$. Hence, we have identified the response of Figure 3, where dead-zone effect is clearly shown, and in which the command does not induce any rotation of the propeller, neither current consumption, as shown on Figure 4.

![Figure 3. Characteristic of the thrust $F_{m,i} = f(c_{m,i})$](image)
The experimental response given at Figure 3 is fitted with two third order polynomial expressions, resulting in the expression of the function $F_{m,i} = f(c_{m,i})$, and its inverse $c_{m,i} = f^{-1}(F_{m,i})$.

$$F_{m,i}(c_{m,i}) = \begin{cases} 
\sum_{j=0}^{3} a_j \cdot c_{m,i}^j & \text{if } c_{m,i} \in [-100,-15] \\
0 & \text{if } c_{m,i} \in ]-15,15[ \\
\sum_{j=0}^{3} b_j \cdot c_{m,i}^j & \text{if } c_{m,i} \in [15,100] 
\end{cases}$$

(6)

where the identified values of the polynomial coefficients are given at Table 1.

![Figure 4](image.png)

Figure 4. Characteristic of the current consumption $c_{m,i} = f(c_{m,i})$

Note that the achievable thrust belongs to: $F_{m,i} \in [-11.8N, -0.31N] \cup [0.75N, 4.51N]$. Hence, the inverse thrust characteristic is similarly identified as:

$$c_{m,i}(F_{m,i}) = \begin{cases} 
\sum_{j=0}^{3} d_j \cdot F_{m,i}^j & \text{if } F_{m,i} \in [-11.8N, -0.31N] \\
0 & \text{if } F_{m,i} \in ]-0.31N, 0.75N[ \\
\sum_{j=0}^{3} e_j \cdot F_{m,i}^j & \text{if } F_{m,i} \in [0.75N, 4.51N] 
\end{cases}$$

(7)

where coefficients are given at Table 1.

Figure 5 shows another view of the dead-zone effect, on the overall actuation system, where the 4 thrusters command has been paired ($c_{m,1} = c_{m,2} = c_x$ and $c_{m,3} = c_{m,4} = c_y$, where these inputs are expressed in terms of PWM). We observe the resulting thrust $F_t$. The gray zone corresponds to a response where, at least, one of the thruster’s commands fall in the dead-zone.

![Figure 5](image.png)

Figure 5. $F_t$ in 3D representation ($F_u$ vs $c_x$ and $c_y$)

The usual approach to solve this mechanical problem is to remove from the accessible commands the part corresponding to the dead-zone, as exposed in the next chapter.

### III. DEAD-ZONE EFFECT REMOVAL

Simply removing from the accessible motor inputs the part corresponding to the dead-zone will induce a modification on the thruster response as depicted in Figure 6, from 6(1) to 6(2). Clearly the thruster is not able to produce low forces, and presents an undesired discontinuity around the origin.

![Figure 6](image.png)

Figure 6. Management of dead zones (1: nominal ; 2 : contraction ; 3 : setting operating point)

Moreover, let’s consider the question of heading regulation, where the system is required to maintain a desired yaw angle $\psi_d$. Let $\dot{\psi} = \psi_d - \psi$ denote the heading error. Theoretically, a simple proportional control $\Gamma_{\psi} = K_{\psi} \cdot \dot{\psi}$, where $K_{\psi}$ is an arbitrary positive gain is sufficient. Nevertheless, note that when $\dot{\psi}$ fluctuates around 0, the control induces a change of the sign of $\Gamma_{\psi}$, accordingly. Using the $M_C$ control allocation matrix will result in motors’ inputs that switch around 0, producing system oscillations around the objective. These oscillations depend on the ability of the thrusters to rapidly invert the propeller rotation, which is poor in our situation, and produces an undesired fatigue of the actuation system.

In order to avoid this situation, we propose to exploit the ‘vectorial’ configuration of the thrusters, which has the following property:

$$\begin{cases} 
\text{if } F_m = [r_m \ r_m \ r_m \ r_m]^T \\
\text{then } F_{\|} = M_C \cdot F_m = [0 \ 0 \ 0]^T 
\end{cases}$$

(8)

for all accessible $r_m$, called motor regime in the sequel, and defining an operating point for the actuation system, as Figure 6(3) illustrates. Doing so, the heading regulation is done far from dead-zone and induces a smooth convergence to

### TABLE I. Coefficients of the polynomial characteristic of the thrust produced by a single motor.

<table>
<thead>
<tr>
<th>$j$</th>
<th>3</th>
<th>2</th>
<th>1</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_j$</td>
<td>$-3.2298 \cdot 10^{-3}$</td>
<td>$-0.0062$</td>
<td>$-0.1823$</td>
<td>$-1.6491$</td>
</tr>
<tr>
<td>$b_j$</td>
<td>$2.4378 \cdot 10^{-3}$</td>
<td>$0.0044$</td>
<td>$-0.1812$</td>
<td>$2.8060$</td>
</tr>
<tr>
<td>$c_j$</td>
<td>$0.063$</td>
<td>$1.28$</td>
<td>$12.8$</td>
<td>$-17.39$</td>
</tr>
<tr>
<td>$d_j$</td>
<td>$0$</td>
<td>$1.55$</td>
<td>$-14.62$</td>
<td>$54.34$</td>
</tr>
</tbody>
</table>
the objective. The consideration of this offset \( r_m \) within the control allocation expression results in the following expression:

\[
F_m = \begin{bmatrix} M_G & 1 \\ 1 & 1 & 1 & 1 \\ W \\ r_m \end{bmatrix} \cdot [F_m^r] (9)
\]

It is quite interesting to note that allocation matrix \( W \) is square and invertible. Its inversion results in the following expression:

\[
[F_m] = \begin{bmatrix} 1/4 & 1/4 & 1/4 & 1/4 \\ 1/4 \\ M \end{bmatrix} \cdot F_m (10)
\]

The drawback of this approach is, of course, an increase in the actuation activity thus inducing higher energy consumption. Note that placing the \( r_m \) motor regime in the most vertical part of the thruster’s characteristic provides optimal system reactivity, which might be necessary for a short period of time, depending on the mission requirements.

We thus propose the following solution, for the choice of \( r_m \), which minimizes the impact on power consumption.

\[ F = \begin{bmatrix} F_m^r \\ r_m \end{bmatrix} \]

\[ F_m^r = \begin{bmatrix} M_G^+ & 1/4 \\ 1/4 \\ 1/4 \\ 1/4 \end{bmatrix} \cdot F_m \]

\[ F_m = \begin{bmatrix} M_G & 1 \\ 1 & 1 & 1 & 1 \\ W \\ r_m \end{bmatrix} \cdot [F_m^r] (9) \]

\[ [F_m] = \begin{bmatrix} 1/4 & 1/4 & 1/4 & 1/4 \\ 1/4 \\ M \end{bmatrix} \cdot F_m (10) \]

\[ \text{Figure 7. Example of operating point for optimization} \]

\[ \text{Figure 8. Optimisation algorithm} \]

A. Optimization

The principle is to identify an operating point, i.e., the common offset \( r_m \), in order to provide resulting motors’ inputs outside the dead-zone, while respecting saturation constraints. Note that, among all possible \( r_m \), choosing the smallest one minimizes the effect on energy consumption. The algorithm operates two different transformations on initial, and potentially problematic, motors’ inputs \( c_{m,i} \). Consider Figure 8(1), where \( c_{m,i} \) are placed on a saturated axis, and where the dead-zone appears between \( [c_{dz,-}, c_{dz,+}] \). Consider now Figure 8(2). This distribution is clearly not feasible: two inputs exceed limits and a third one lies in the dead-zone. The first operation consists in computing the minimum offset \( r_m \), Figure 8(3-a), which provides a free dead-zone distribution. The common application of this offset on all inputs can push some of them beyond saturation limits.

The second operation consists in the application of a linear homothetic compression, which preserves the mutual ratios between \( c_{m,i} \), as depicted on Figure 7(3-b).

Straightforward analysis of the problem shows that in case of a problematic distribution of \( n \) (4 in our case) motors’ inputs, there are \( n + 1 \) possible configurations, i.e. \( n + 1 \) acceptable \((r_m, \rho_m)\).

Note that the application of the compression ratio \( \rho_m \) modifies the initial actuation demand \( F_m^r \), which is not the case for the application of the offset \( r_m \). Due to the low complexity of the problem and the small number of solutions, we designed an algorithm, which exhaustively investigate all possible cases, as shown on Figure 7(4). The algorithm reported at Figure 8 describes the process.

Consider the actuation demand \( F_m^r \) coming from the operator, or resulting from the computation of a control law. The first two steps convert this demand in terms of motor inputs \( c_m \). A test is then performed to verify if any of the motor inputs lies in the dead-zone, or is beyond actuation limits. In case of a problematic distribution, each of the five situations, described at Figure 8(4), is investigated and couples \((r_m, \rho_m)\) are computed. Among these solutions, we reject the ones corresponding to \( \rho_m > 1 \). Indeed, in the case where \( \rho_m = 1 \), the actuation demand \( F_m^r \) is not respected. Equation 11 summarizes the overall process undergone by the actuation demand.

\[
F_B = M_G^+ \cdot f \left( \rho_m \cdot f^{-1} \left( W \cdot [F_m^r] \right) \right) (11)
\]
It is clear that if $\rho_m > 1$ the resulting forces and torque produced by the actuation system ($F_m$) will be bigger than $F_p$, thus questioning the operator, or control law, reactivity capacity. Then we just allow $\rho_m \leq 1$.

The following section gives experimental results obtained when applying the proposed dispatcher-based approach on the Jack robot.

**IV. EXPERIMENTATIONS**

The Figure 9 shows the experimentations realized on the Jack system in a pool.

![Figure 9. Picture of experimentation.](image)

In order to illustrate the performances of our solution, we use a basic PD yaw controller:

$$I_r = K_P \cdot (\psi_d - \psi) - K_D \cdot \dot{\psi}$$

(12)

where $\psi_d$ is the desired heading and $K_P = 50$ and $K_D = 1$ are positive gains. The control output is then sent to the different dispatchers (static, compressed or dynamic) during three experiments, reported at Figure 11. The desired heading reference has been chosen to $\psi_d = 120^\circ$. Initial position has been roughly set to $20^\circ$. At approximately 28s, the control is disengaged and the robot is manually oriented at $200^\circ$, thus simulating a similar external perturbation. Then the control is engaged again.

The first experiment considers the static dispatcher (eq. 4) with the basic motor characteristic reported in 6(1). Results are drawn in blue.

The second experiment considers the same dispatcher, but removes the dead-zone (compressed) from the accessible motor inputs, as shown in 6(2). Results are in red.

Lastly, the third experiment considers the use of the dynamic dispatcher, which follows the placement algorithm described previously. Results are given in black.

**A. Analysis of the static dispatcher response**

The blue curves on Figure 11 clearly show the limitations of the static dispatcher. Indeed, the control law provides control inputs regardless to the presence of the dead-zone. The motor characteristic reported on Figure 3 shows a dead-zone between $\psi_{m,ax} \in [-15,15]$. Considering the control law (12), given $K_P = 50$, the expected static error is $\psi_{stat} = \frac{15}{50} = 0.3 \text{ rad} \approx 17.18^\circ$. This corresponds to a heading error that won’t induce any thrusters’ reaction, as one can see on experimental results of Figure 11. Note that this static error is the result of a default of the actuation system, which is not able to produce low thrust. Hence the consideration of an integral gain in control 12 will not compensate this static error.

**B. Analysis of the compressed dispatcher response**

The red curve on Figure 11 shows the performances of the compressed dispatcher. This one is similar to the previous one, but refers to a motor response where the dead-zone has been contracted (Figure 6(2)), bounding the dead-zone with admissible values of the motor inputs such that $\gamma_m \in [-100,-20] \cup [20,100]$, covering the real dead-zone ($\psi_{m,ax} \in [-15,15]$). The result indicates that the static error is compensated but the system oscillates around the desired value. These oscillations are induced by the time of reaction of the thrusters to produce an inverted thrust. A decrease of the gain $K_P$ will reduce the amplitude of these oscillations, but...
won’t avoid them. This situation, of course, induces an unnecessary fatigue of the motors.

C. Analysis of the dynamic dispatcher response

This time, the input for each motor is computed according to the algorithm previously described. A common motor regime is computed in order to place the operating point of the motors outside the dead-zones. If the control output is over 100 (saturation case), the compression coefficient is applied. The application of this algorithm clearly improves the control performances, since the oscillations and the static error no longer exist.

The impact on energy consumption can be estimated by analyzing the evolution of the actuator activity, through the curves of Figure 11, where the evolution of the input of motor 1 and 3 are drawn. Since the use of the first dispatcher induces a huge static error, we only compare the motors’ inputs activity of the second and third solutions. We compute the following energy-like criterion for both actuation responses between instants $t_{init} = 1.5s$ and $t_{end} = 25s$.

$$E_{\text{Comp Dispatcher}} = \int_{1.5}^{25} c_{m,1} \cdot dt = 863.6$$

$$E_{\text{Adapt Dispatcher}} = \int_{1.5}^{25} c_{m,1} \cdot dt = 526.9$$

Hence, we conclude, as expected, that despite the offset $r_m$ present on the response of the adaptive dispatcher, the energy consumption is smaller than the one induced by the oscillatory behavior of the compressed dispatcher.

V. Conclusion and future work

The optimization of thrusters’ allocation using our method allows removing the effect of the dead-zone, while respecting the desired actuation demand. The motors saturation effect is avoided using a homothetic compression of the motor inputs. Moreover, this method allows for choosing an ‘operating point’ for the actuation system, hence providing the management of the system reactivity. The effect of the method on the energy consumption is considered. Experimental tests validate the approach.

The next step will be to increase the system manoeuvrability by adding a similar actuation system, resulting in a hyper-redundant system carrying 12 thrusters. Following the same approach, this system will allows for concurrently considering added secondary tasks in the control objectives.

Figure 12. The future hyper-redundant Jack system.
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