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Human-Humanoid Collaborative Carrying

Don Joven Agravante Andrea Cherubiri Alexander Sheriko¥
Pierre-Brice Wiebéer and Abderrahmane Kheddzx

Abstract—This paper contributes to the eld of human-robot However, as discussed irV][ [8], even wheeled robots
interaction, speci cally physical human-robot collaboration. We  can fall over in challenging scenarios. One of the main

present a complete control framework which aims at making hi ¢4 ntributions of this paper is to tackle the coupling of baked
manoid robots capable of carrying objects together with hunans. leaaed locomotion and collaborative manipulation
Firstly, we design a template identifying the primitive sultasks 99 p ’

necessary for collaborative carrying. Then, these subtaskare The task of collaborative carrying has also been tested on
formulated as constrained optimization problems for contolling  small scale humanoid platforms, e.g., NAO #.[However p]
the whole-body motion of a humanoid robot. The subtasks focysed on the use of internal sensors, instead of the wrist

include two walking pattern generators that account for physical ¢, . torque sensors commonly used in physical humantrobo
collaboration, as well as posture and grasping controllersFinally,

we validate our framework in a variety of collaborative carrying Interaction. NAO is also used inlf{], where the capture
experiments, using the HRP-4 humanoid robot. point [11], [12] guides walking. A similar work is13], where
Darwin robots carry a stretcher (no human is participating)
When only robots are used (e.g. simulated HRP-2 robots
in [14]), the interest is turned to multi-robot synchronization
o and communication. Both multi-robot and human aspects are
PHYS|CA|- human-robot collaboration implies that thegonsidered in 15], while [16] addresses table lifting with
interaction forces between the human and robot must R0, using machine learning to improve interaction.
used to achieve a common goal. In this regard, humanoidynqerstanding and improving physical human-robot inter-
robots provide many advantages when working together wihiiio, is a very broad and active research eld. For exam-

humans to perform various tasks. Humans learn to physicaﬂbé, [17], [1§], [19 study human-human haptic interaction
collaborate with one another from daily experiences. Thergq apply it to human-robot teams. Role allocation and
fore, a humanoid with a similar range of motion and sensinge switching (e.g., between leader and follower) havenbee
has the pptentlal to be an intuitive interface. \_N|th|n_ plgsi stydied in pal, [21], [22], [23. The authors of 34] address
collaboration, carrying objects with a human in various-pogytyaj learning and adaptation, whereas] [focuses on the
tures and situations is a problem that is rich, unexplorell ajncertainty of human behavior prediction. Haptic inteict
has high potential for practical application. recognition using supervised learning is presentedj. [

Early work on enabling human-humanoid carrying Was cqniary to these, this paper presents the entire pipeline
done in [I] via the Humanoid Robotics Project (HRP), where y ; "NIS paper p e PIpet

equired by a humanoid to realize collaborative carrying.
the HRP-2P humanoid cooperates with a human for a pa@ y ying

. K. Di di he | d eci cally, we embed a humanoid robot with a control
transportation task. Disregarding the legged aspect, €8en ¢, e york that allows it to achieve a large variety of human-

lier \_/vork |n.th|s topic was dpne |n2||. The aut_hors used humanoid carrying tasks.
mobile manipulatorrobots as in 3], with wheels instead of o : . .
ur previous framework, specic to table carrying@,

legs. That work revealed an important issue: coordlnatlnc%uld not be extended to any posture (and therefore objects)

the motion of the mobile base with that of the upper robat .
body and with the human intention (generally represented émce the used walking pattern generator (WPGJ] [and

the interaction force). More recent examples of collabioeat tack-of-Tasks whole-body controlletq) considered the cen-
i P ter of mass (CoM) to be coincident with the robot waist.

H&nce, any posture moving the CoM away from the waist
?e.g. extending the arms or leaning with the chest) would
fail. More generally, the WPG of28] worked well for stand-

This work was partially supported by the EU H2020 comANoipalone walking, but was not designed for physical interaxtio
(www.comanoid.corn project and by the bpifrance PSPC ROMEO 259 explained in:{()].

(www.projetromeo.comnational project. . L . .
1CNRS-University of Montpellier, LIRMM, Interactive Digil Human Given these limitations, we reformulate the entire plpetrm

Index Terms—Physical Human-Robot Interaction.

I. INTRODUCTION

coordination, the topic of balance is missing.

Group, Montpellier, France. have a generic framework for humanoid collaborative cagyi
2Inria Rhone-Alpes, BIPOP Team, Montbonnot, France. The contributions of this paper follow.
3CNRS-AIST Joint Robotics Laboratory (JRL), Tsukuba, Japan . .
This paper has supplementary video downloadable mateviilable at Two pattern generators faralking under sustained forces
http://ieeexplore.ieee.org. . , are designed, one for a leader and the other for a follower
Color versions of one or more of the gures in this paper arailable . .
online at http:/fieeexplore.icee.org. robot. Although these were outlined ir8(], further
Digital Object Identi er 00.0000/TRO.201X.0000000 details on the modeling choices and on the integration

0000-0000/00$00.006c 201X IEEE
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with whole-body control are given here. Furthermore, we
discuss the WPG trajectory feasibility and analyze the
underlying model predictive control problem.

Our whole-body framework can simultaneouslgcount

for both the carrying tasks and walkingVe show how
collaborative carrying can be formulated as an optimiza-
tion problem, and provide details on its feasibility.

The framework feasibility is validated in a series of
experiments on geal-size humanoid robptvith a variety

of robot roles (leader/follower), grasp types (hand/body)
and carried objects (different shapes and sizes).

We structured the paper as follows. Sectibnpresents
the collaborative carrying taxonomy, along with the reqdir
primitive subtasks. Sectiohl provides a review of quadratic
optimization which is used throughout our work. The walk-
ing pattern generators accounting for physical interactice
presented in Sectioiv. SectionV describes our optimiza-
tion framework for whole-body control. Finally, Section
presents the experimental validation.

Il. THE TASK OF COLLABORATIVE CARRYING

To understand collaborative carrying, we take inspiration
from how humans do it. This is done by creating a taxonomy,
i.e., an abstraction layer that provides a scaffold for our
guadratic optimization framework. Then, we design a Finite
State Machine (FSM) accounting for all collaborative cargy
subtasks in order to map each state to an optimization prable

A. A taxonomy of collaborative carrying

We consider the problem dfaving a pair of agents, whose
goal is to move a speci ed object from one location to another
Figurel shows several real examples of human-human collab-
orative carrying (left), with the corresponding simulaisoof
what we envision with a humanoid robot collaborator (right)
We assume that neither object nor agent composition can be
changed afterwards, and consider the following relatigrssh

Agent-object relation drasp typg. We consider two
broad classes of grasp typelsand graspsand body
grasps Hand graspsare those with contact points located
uniquely on the hand/grippe8]]. Body graspsare those
that utilize grasp contacts on body parts not limited to
the hand (e.g., arms, torso, see Fijy.

Agent-agent relationr¢lative posg In our taxonomy, we
relate this to the inter-agent communication modes, tous
and vision. For translations, we check whether dire
touch between the agents is possitbbedr relation) or €
not (far). For the orientation, we consider the agents
Field Of View (FOV), speci cally: the nominal (when %
the perceiving agent is in a resting position), and th_

extended (as the agent looks around, by moving its boqé%. 1. Collaborative carrying examples (left), with a humavatar and a

FOV. The_n’ we Can_daSSify agents as fad"mt_ (other humanoid robot mimicking the corresponding postures {yigh
agent is in the nominal FOV}ide (other agent is not in

the nominal but in the extended FO\Back (other agent
is not in the extended FOV).




All six scenarios of Figl can be easily classi ed according
to the proposed taxonomy. But more importantly, we are con-
cerned with the practical implications of using the taxoyom
to program a humanoid robot.

B. Collaborative carrying as a Finite State Machine

To program a robot for collaborative carrying, we must
decompose complex tasks into subtasks that will be easier @
program. Formally, we use an FSM to describe the whole tas '
with subtasks as states. The FSM should be general eno
for all cases encompassed by the taxonomy. Although we
create a specic FSM, the use of FSMs is common (e.g.,
was applied for humanoid ladder climbing i87).

A useful decomposition is one where the states can
easily mapped to optimization problems. We rst consider th
state transitions. These should include brief periods e/fie® Fig. 3. Two examples of “body grasps”: pregrasp (left) andegge (right).
motion is minimal, and the robot can be consideredjuasi-
staticstate (i.e., dynamic effects can be disregarded), as well as
discrete changes in the robot contact state. The statétioaiss  |n summary, we assign speci ¢ optimization problems to
can be triggered either by relevant sensed variables (Wh&ich state of the FSM in Fig. The next Sectiorll outlines
available), or by human input (in case of shared autonomyhe general optimization formulation that has been used for
Considering this, a collaborative carrying FSM is shown ig|| states. This formulation is utilized for generating ksl
Fig. 2 (the numbers indicate the transition order). accounting for external force (Sectiti), as well as for whole
body control (WBC), see Sectiov. Figure4 shows how the
various parts of the framework t together, and which settio
of the paper details which part.

WPG ZMP controls )
(Sec. 4)

o : o, ROBOT
(Sec. 2) ! footstepsi
' 1

WBC joint controls )
(Sec. 5)

Fig. 4. Simple block diagram of the overall framework

Fig. 2. Detailed FSM for collaborative carrying, with eactats/subtask
corresponding to an optimization problem. IIl. I NTRODUCTION TO QUADRATIC OPTIMIZATION

While walking, the feet contacts occur in a predictable Recently, optimization-based approaches have shown to be
pattern that can be used to de ne the walking states: lgfitri very effective for controlling humanoid robots. This iserfor
single support, and double support (indicated respegtiasl both WPG pg and WBC B9, [37], [33], [34], [39], [36].
LSS/RSS and DS in Fig). To decompose grasping, we need |, general, we seek the robot control input, represented by
a pregrasp posture, i.e., a waypoint between grasping anfle optimization argument that minimizes a collection of

the other states. The next staggueezemoves the robot 10 gpjactive functions, subject to various constraints (frtive
generate prede ned contacts between its body and the objgghot hardware, environment, and task).

Figure 3 shows the pregrasp and squeezing postures for tw

body grasps. Thdold state maintains the contacts betweewogr::%rzgir&?“;\r?ei;u?;g r;S:crﬁaltisclz:ggxrzﬁii%rarﬁﬁ[ligﬁ
robot and object. Note that it must be active throughout tr\‘/ﬁwich allows to use thd.2 norm to dene a number of
carrying walk. Finally, theeleasestate, is simply the inverse objective functiond ; (x):

of squeezefForce or tactile sensors, when available, can trigger

transitions between these states. fi(x)= kAix  bik?; (1)



so that all optimization problems are of the form: momentum is constant. Then, Newton and Euler equations

X ield the following relationship between CoM and ZMP:
argmin w; kKA i X bik2 (2a) y g | P
X .
! XY = ~XY ¢ X,y
subject to Ax b @by =€ G & .
m
The control inputx is de ned via the objectives2g), which . 0 1 Ny . (o pavd
are regarded in accordance to their scalar weights> 0. 1 0 mg? Zq mg? Zi

_Equahty and mequallty cons_trathkQ) mu_st_ als_o be sat- with m the robot mass angl the gravity vector. In the absence
is ed. When this is not possible, the optimization problem

o . . i . of an external wrench, this becomes:

is infeasible and the constraints are said to be donict.

Infeasibility can be accounted for, by relaxing the conitigt 2 = oY f @ XY (4)
constraints as is common inierarchical optimization[3g], g '

or as explained later in the paper for individual optimiaati Frqm @), we can infer that a heavier robot, lower CoM height

problems. Formulation2) allows the use of off-the-shelf o an external force aligned with the CoM, will all reduce the
Quadratic Programming (QP) solvers implementing ef cierdfects of the external wrench.
algorithms and suitable for real-time applicatio3§][

IV. WALKING DESIGNED FOR PHYSICAL COLLABORATION B+ Model predictive control for walking

In robotics, walking has historically been treated semdyat Model Predictive Control (MPC) consists in controlling a
from manipulation. However, manipulation and Iocomotioﬁy5tem so that future states are taken into account. A common

must be consistent, in particular during collaborativeag. MPC methodology consists in iteratively applying the model

Eventually, both need to be thought of as parts of the whoi@verN discrete s_teps (notekd=1: :: N ), resulting in a new .
body control problem (discussed in the next section). Is thproblem formulation where the predicted states are a fqnctl
section, we revisit the modeling of walking pattern gerenst of the current state and of the current anq fut_ure coptrohmp
(WPG), and redesign them with physical collaboration in We assume that the CoM trajectory is differentiable three
mind. This section was partially published i&(. Here, we _tlmes, so that the walk can be controlled through the CoM
recall the main points, namely the addition of the externiirk- Then, to apply MPC, we de ne:
wrench into the model, and the design of objectives and con- the control inputx = [t ], with & and # the con-
straints, based on this wrench. Additionally, we betterc#pe catenation, over the preview horizon, respectively of the
the usage of our new WPG in the collaborative carrying task. CoM jerk [¢} ¢]] and of future foot landing positions,
expressed in ¢ocal frameplaced at the preceding foot;
the system state as the concatenation of CoM position,

A. Modeling velocity and acceleratiofct ¢ € ¢ ¢, € I7;
First, we must design a reduced robot dynamic model the system outpug as the concatenation gk zl‘(’]>,
accounting for physical interaction. Three possible @rsi expressed in the current foot frame;
of such models were proposed i{: the predicted external wrendhas the concatenation of
> - .
1) a model with full knowledge of object and/or human, [ni T& ni f¢17, considered a perturbation or part of the

2) a model that considers the effects of the object and/or control input, depending on the WPG design (see below).

human on the robot contact locations and linear forces, Then, propagating3j over the preview horizon yields:

requiring additional grasp stability constraints, e=Sx+s:

3) a model that considers the effects of the object and/or (5)
human as external wrenches applied on the robot CoM. Z=SX+ 8
We have chosen the latter, because of its simplicity amdth matricesS, S,, vectorss, s, derived from the current
generality in terms of implementation on a real robot. state and fronf, as detailed in3qQ].

The development of this reduced model is inspired i}, As argument of the optimization problen2)(we usex.
and described inJ0. We separate the foot/ground contacThen, the objectives and constraints common to all of our
forces from other interaction contact forces that are dmhotWPG formulations are listed below.
by hex = [feq Nad” 2 R®. This represents thexternal The CoM jerk is minimized to smoothen the trajectory.
wrench (from the carried object weight and from the human  Thjs is done via objective function:
collaborator), and is expressed in a xed orientation frame
placed on the Center of Mass (CoM),As is common in the kek®= 1 0 x
literature Rg], [42], we aim at keeping the center of pressare
(also known as Zero Moment Point, ZMP) within the support
polygon (i.e., the convex hull of the feet contact points).
We assume that the robot is walking on a at horizontal
ground, with a constant CoM height, and that the angular kzk? = kSx + s,k*: (7

2
: (6)
The distance between ZMP and foot center is minimized
to increase the stability margin (since unknown distur-
bances could push the ZMP away from the target):



The ZMP should be maintained within the support polymodel has been validated experimentally (see Séqt.
gon (with security margins) using the constraint The core part of thdollowing WPG is impedancel(3).
Impedance control has been discussed in the literatureadeve

z z = (8) times since 43]. Recently, 4] discusses it in the context

Using 6) to expose the argument: of collaborative carrying between mobile manipulatorseTh
_ _ interested reader can refer to these for a more in depth
Z S SX z & (9  discussion on impedance control. Here, it sufces to say
The feet positions should be constrained: that (13) imposes a relation between (interaction) force and
B (CoM) motion, which is a mechanical impedance. The novelty
U R (10) here is in using impedance control in an MPC framework

together with balance constraints for walkinf). Although
B its delity (i.e., maintaining the imposed force-motionagon)
£ 0 1 x =¥ (11) has been shown in3[), it has inherent limits due to the
Note that objectivesé], (7) are expressed as)( and con- balancg constraint (whlch takes pnonty). The main lingfi
straints @), (11) as @b) factor in the QP 14) is the allowable instantaneous force
Usi ' ' desi : WPG. suited d_fchange given the ZMP constraints. With some assumptions,
sing ©), we can now design various v » suited 10 difgic can "be derived from the ZMP equatioB) (@as shown
ferent types of physical mFe_zracUon. In particular, weiséwthe in [45]. Then, if the change in applied force is below such
leaderand ollower modalities P2]. Apart from the common allowable limit, the robot can adjust its posture to handle t

constraints and objectives cited above, the leader anolWet sustained force as shown in the simulations s where up
WPG are each characterized by a speci c formulation of tf}g 150N are applied to the robot

objective function controliing the CoM. 2) Walking pattern generator for a leader robot:

1) Walking pattern generator for a follower robot: For leading, a clear intention is necessary. The robot shoul
A follower robot acts based on the leader's intention. In oyfack a reference trajectory, known beforehand. For colab
work, this is represented by the external wrench appliechby t;ative carrying, this can be generated by knowing where the
carrying partner. Usually, moving the object together il opject is and where it will be transported to. A classic way

by f&t. Hence, a follower WPG depends on these. Previous

works [27], [27] have used a damping control by providing a @ =ef + B(gyq €Y)+ K(ct ¢¥); (19
reference CoM velocity to the WPG which is proportional tQhere B and K are diagonal gain matrices with positive

the external force. We extend this to perform more cOmplefements. This can be reformulated as an objective function

behaviors, by de ning the full impedance modeéld of the i, 4 appropriate gain matrix, similar to that of the folter:
follower, with diagonal matricem , B andK containing the

virtual mass, damping and stiffness parameters: KGok(€rer €)k* = kGpktrer GukSX  Gusk’™:  (16)

Sincer is part of the argument, this can be written as:

for = M@ XY + BCWY + Ke ™V (12) Furthermore, with the robot acting as leader, the external
wrench should be included in the optimization argument,

expanding it ax = [&> £ f>]7. The idea is that placing a
part of the external wrench in the argument allows the robot
to use the interaction to balance itself. However, for safet
should be bounded and minimized.

The optimization problem, including again objectives, (
Note that by injecting §), we have expressed this objectivd?), and constraintsg], (10), becomes:
as (1). The optimization problem, including objective® ((7),

Using an impedance parameter mat@x,,x and a selection
matrix S (for choosing eithef X, or f %), this expression can
be propagated, so that the MPC will aim at minimizing:

2 2
Gkt S = GuokSx+ Gns S (13)

(13), and constraintssj, (10) is: argmin - Woomketk® + Wampkzk® + wy T
X
2

argmin - Weomkttk® + Wompkzk® + Wiol Grpke  Sif * WieakGokrer  GukSX Gk 17

X _ subjectto z z z (17)
subjectto z z 2z -
i £ oFF
£ FF -
(14) rrr

Notice that the future vv_rench values are required, 'm. makg Sincef is now part of the argument, objectives and constraints
the robotproactive Having a good model of human intention

can be dif cult, but if the force can be measured (e.g. by %re stil of the forms {) and @b), respectively.
force/torque sensor) at each iteration, we can use a simplis . .
modelfy = 1 = f; = fo, with fg the current measure. Thisc' Feasibility and stability of the MPC

To conclude this section, we provide some insight into the

IThroughout this paper, we denote withandX lower and upper bounds feaSibi"ty of th_e QP prOblemS:L@)_ and (17) It has _alreac_jy
(respectively) of variable. been reported in47] that the nominal MPC for walking with



xed footstep positions and without external forces is ajga  For each state (i.e., subtask) of the FSM of Eigwe solve
feasible. It can be easily demonstrated that this propetiyns the following optimization problem:
for the MPC formulations presented here. Perpetual fdagjbi ) X X
however, does not guarantee that the generated CoM motion ar%mln _ Wif base X) + Wicf spec.X)
does not diverge, leading to robot fall. ) ! k

The standard approach to avoid divergence in MPC is to subject to ApasX  Dpase
approximate an in nite preview horizorg), for instance: AgpeX  Dspes

Itis possible to impose a terminal, so-caltepturability, | section\V-B, we present the objectives and constraints that
constraint to ensure that within a particular previewre recurrent in the collaborative carrying FSM, speciygal
horizon the system can be stoppedd][ [50. Such he tracking and set-point objectivesand thecontact con-
constraint effectively prevents divergence, but may leagaint Then, thebase objective functions and constraints,
to infeasibility of the considered optimization problemsyhich are applied at all states of the FSM, are detailed in
A detailed discussion of this topic can be found #i]l  gect \-C. Instead, the collection of objectivésyec Speci ¢

The second option is to use a “long enough” preview hofig each FSM state, will be described, along with the speci ¢
zon, as justied in p2). A bulk of previous works 11], constraints, in Sectiok-D.

[19], [22], [42], [53], [54], [55] validated this approach

in practice and reached a consensus on the length of the

preview horizon, which should span 2 footsteps. B. Reusable objectives and constraints
We have chosen to use the second approach for the sake @everal objectives and constraints are recurrent in the, FSM
simplicity and it was proven to be suf cient. In future works and can be written in re-usable form. For this, let us rstde
however, it may be interesting to study the possibility dhgs a task vector in the operational spaeée.g., the pose of any
a terminal constraint to allow the robot to resist excessifeame on the robot or on the carried object), and the function
force applied by the human. For example, while following thmapping it to robot joint space:
human using 14), the robot may be led to a fall. In this case,

(20)

switching to (L7) would allow the robot to regain balance by e=fe(a): (21)
resisting the human. Assumingf . is twice differentiable, and naminde the task
Jacobian:
V. WHOLE-BODY CONTROL FOR COLLABORATIVE
CARRYING £€=Jeg (22)
The previous sections provided important building blocks e=Ja+Jdeg (23)

for the collaborative carrying task. This section aims te de ne thetracking task objectives:

wrapping everything together into coordinated whole-body

motions. For instance, to generate the described walks, the fu(X;€dedt)) = ”
WPG results:e, & andrg, (respectively: CoM trajectory, 1 2,

footprints, and swing foot trajectory) must be mapped to 7KK (Coes ©)F B(Ges 9+ (Caes @)k

robot joint commandsg. To explain how this is done, we where eq{t) denotes the desired task trajectory (i.e., it in-
start by recalling the optimization-based whole-body omint cjudesegeg Qies ande ged, andK andB are square diagonal
framework developed in our research groi?][ Next, re- gain matrices with positive values. These can be tuned by
current objectives and constraints are presented. Finally considering the task dynamics equivalent to those of a mass-
explain how all the components are assembled to realize $ting-damper system with unit mass. Typically, to obtain a

collaborative carrying. critically damped system, onl needs to be tuned, with
B =2 K. Using £2) and @3), (24) can be written as2@).
A. Whole-body control as an optimization problem A particular case of the tracking task is treet-point
To start detailing our whole-body control framework, wébiective where only the reference position is considered,
de ne the optimization argument ir2) as: while the reference velocity and acceleration are set to:zer
(= q . (18) f sp(X; €ded = %kK (eqes €) Be ek’: (25)

H d the robot tion. i.e. the ioint " Apart from servoing a body part, another common goal is

Iere,q _ﬂe1 TES et_ro % con gura |0n£ "t_e‘ e10|(;1 p_os:r:onsto keep a certain body part motionless. A common example
along with the oating-base representa '(ﬂ. 6 an S s to keep the feet in contact with the ground. To this end, we
vector of linearized friction cone base weights. This is

that all tact f tacked i I tor vield: de ne acontact constraintby nullifying the acceleration of a
S0 that all contact forces stacked in a column Vector yIeld: .y, point that is in contact with the environment:
feon= Kre (19)

e =0: (26)
with K¢ 2 R®" "™ a matrix of generators for linearizing the

friction cone f is the number of contact pointsy the number
of generators for linearization). Je 0 x= Jg (27)

Using 23), this can be written as the equality constraint:



C. Base objectives and constraints D. Speci c objectives and constraints of each FSM state

1) Base obijective functions: Here we detail the objectives and constraints specic to
The rst base objective function is termed tip@sture task each FSM state. An important aspect concerns the control of
and represented dgos This corresponds to positioning jointsthe CoM. In walking FSM states (DS, RSS and LSS), this is

at a given postur@ges With null qges and gges servoed using &racking task objectivé24) to follow the CoM
1 ) trajectory output by the WPG (leader or follower).
Fpos(X; daed = 5 kK (dges @) BG ak®; (28)  Thatis,Caeqt) andrsweedt) are both generated by the WPG

with K andB square diagonal gain matrices with positive vaI(—JIetaIIed in SectlV. For all other FSM states, we usesat-

ues. Note that this is a typical example of set-point tas#,( fhoéntt\,\,%bjfigvbe}(,zié?n;ttrag:;g;? d%(;l\lgl/ towards the middle of
des .

obtained withe = . Exposing the joint accelerations via 1) Double support:
ical int ti t h ti intenkabf durati t: . )
numerical integration at ach fime inter uration During the Double Support (DS) states, both fagi; I right,
Ge1=Gtax G must maintain contact with the ground, wiantact constraints
i 4 2. (29) The CoM is servoed with a trajectoggeqt), obtained from
Okt =+ & Pl the standard WPG of Sectidi'.
it is straightforward to show that objectiveq) is of the  In summary, the whole-body optimization problem is:
form (Za).. The goal of tlhe posture .task i§ to havedefault  argmin =~ wf (X; Caedt)) + Wposf podX; Qded + W f (X);
con guration of each joint. Hence, its weigliyos normally X
has a low value, to give priority to more important tasks. Theubject to e = 0;
second base objective consists in minimizlng<2: Pright = O;

f )=k K= 0 I x % (30) AbasX  Dbasé
(36)
As shown in BZ], this objective function, joined with2Q), 2) Right/left single support:
allows an easier numeric solution to the QP problem. While walking, single support states (RSS or LSS) occur
2) Base constraints: between two consecutive double support states. As suah, the
There are four constraints in the base formulation of owgtain the CoM trajectory tracking task from the standard
optimization problemZ0), namely: WPG. Differently from DS, only one foot supports the weight
0 (31a) and is constrained to the ground, while the other (swinging)
is servoed in the air to tradkygedt) (any swing foot desired

— B (31b) trajectory). Hence, the optimization problem is:
14 E (31c) argmin Wef (X Caed(t)) + Wasnf tr(X; I swaed )+
g9 a9 g (31d) x

Wposf pos(X; Qded + W f (X); (37)

being the applied joint torques.
ng ppiied joi au subject to P g = 0;

Firstly, (319 ensures that the contact forces are inside the
friction cone (no slipping). This can be formulated as: ApasX  Dpasé

01l x O (32) 3) Pregrasping, squeezing and releasing:
The pregrasp squeezeand release states have the same
Second, §1b) places bounds on the torques These can be formulation, the only difference being their precedingtesta
obtained from the robot dynamic equation: Thus, without loss of generality, we only present the prsgra
=Hy +Cg+ ¢ Ifeon (33) The pregraspstate is a waypoint state that eases the grgsping
by targeting a set of preplanned pregrasp point locations,
with H andC respectively the inertia and Coriolis/centrifugaf pgges, 1: : : Pgraes, @- The synthesis of these locations can be
terms taking into account the oating-bad&], ¢ the torques formalized either as a stance generation probl&ij, [or by
due to gravity,Jcon the stacked contact point Jacobian matrieonsidering cagingdg]. Here, we assume that a set of stable
ces, andfcon the stacked vector of contact forces froiB). grasp point locations is given, along with the correspogdin
The constraint can then be rewritten: pregrasp stance, according to the chosen instance of the
S _ . taxonomy ¢rasp type see Sectiofl). For instance, we design
- €4 o H o JoaKre X Ca o (9 the body grasps shown in Fi@. for the pipe-shoulderand
The third and fourth constraints31¢ and @1d), bound joint pipe-frontexamples of Figl. In those cases, we parametrize

positions and velocities. With2Q), these become: the grasp via the contact frames shown in F&.More
| 0 — generally, we de nen operational frames on the robot body.
4 49 t x 9 g (35a) The pose of each one, denoted py; ; (i =1 :::n), should
g qg gt } | 2 0x g q gt (35h) be servqed to_ a _desired POSBgrdes, i T_his corresponds to
- 2 n set-point objectives2b). Note, from Fig.2, that pre-grasp

Stacking 82), (34), (359 and @5b), yields the explicit ex- and release are only performed when the robot is standing,
pressions ofA pase aNdbpasein (20). in double support. Thus, both foot contact constraints are



added as well as the set point task on the CoM that is needeader WPG. Therefore, the optimization problem is:

to maintain balance. In summary, the pregrasp, squeeze, and

release optimization problems can all be formulated as:

x
argmin Wgr,if sp,i(X; Pagrdes, )+ wef sp(X; Cdedt
X i=1
Wposf pod(X; Qded + W f (X);
subject to Pt = O;
P right = 0;
AbasX  Dpase

(38)

4) Holding the object while lifting, carrying, placing it:

argmin - Wof sp(X; Oged + Wef 1r(X; Caedt))+
X

Wposf pos(X; Qded + W T (X);
subjectto pg1 Pgr2= O;

' (40)
Pagni Pgn=0;

Pt = O;

P right = 0;

ApasX  Dpass

Finally, for holding during single supparthe optimization
problem is:

argmin Wof sp(X; Odes) + Wef tr(X; Caedt))+

After having successfully squeezed the object, a graspiis-ma X
tained by thehold state. We chose to formalize this via null Wanf 1r(X; I swdedt)) + Wposf pos(X; 0deg+

motion constraints between the grasping points on the robot

body. In principle, it is possible to constrain all permidgas
of contact pairs. However, this results in numerical proide

w f (xX);

subject to =0;
) Pog1 Pagr2 (41)

for the solver, if the closed kinematic chains are not hashdle

properly. Instead, we only use 1 constraints, de ned by
all pairs of points(i;i +1), with i = 1;:::;n 1. This

Bgni Pgn=0;

approach does not impede changes in object con gurations *sup= 0;

(e.g., motions while holding), but ensures that the grasmfo

is maintained. This principle comes from cagirieff| where

AbasX  Dpase

the object being caged moves together with a properly form&@2in: Caedt) can be output by the follower or leader WPG.

cage. Once the objectis held, it can be considered as pam of t -
robot. We can then de ne an operational frame related to tfe Note on feasibility

object,0, and servo its pose via a set-point tagk(X; Odes).

As indicated in Sectiofil, con icts may arise between the

We assume here thatesis provided beforehand, for exampleQP constraints. Although constraint relaxation is a viaiblat-

by a high-level plan (as for the grasp points in Sectbb3).
For collaborative carrying, the hold state is to be realizhie
lifting, walking (RSS, DS, LSS), anglacing (see Fig.2).

For holding while lifting and holding while placing the
optimization problem is:

argmin Wof sp(X; Odes) + Wef sp(X; Ceg+
X

Wpodf pos(X; Qded + W f (X);
subjectto p g1 Pgr2= 0;

- (39)
Pogn1i Pgn= 0;

Pt = O;

P right = O;

AbasX  Dpass

For holding during double supparthe optimization prob-
lem is similar, except thawwfsy(X;Cged is replaced by
Wef ¢r(X; Caedt)), With cgedt) output by either the follower or

egy to recover from infeasibility, it may result in contrapiuts

which are either physically inconsistent, or not execugdbt

the hardware. Other strategies are detailed below.

Object handling motions —pregrasping, squeezing, and
releasing— are de ned with the help of a contact stance gann
as in B2, [57]. Since this planner guarantees feasibility only
at speci c postures, we have to verify, through simulations
that the interpolated motions are also feasible. For exampl
the second scenario from below in Fig. turned out to
be unfeasible on our humanoid, because of the body grasp
con guration.

Walking may not be feasible due to discrepancies between
the reduced model employed in the WPG and the whole body
model, namely because of these WPG assumptions:

(a) absence of kinematic and joint limits;

(b) zero rate of angular momentum;

(c) constant vertical component of the external force.

Issues of such kind are traditionally addressed pithxy con-

straints, which re ect limitations of the reduced modé&BJ.

All the constraints in the WPG can be seen as proxies:
bounds on the ZMP positions are chosen depending
on the size of the feet, whilsafety marginsn these
constraints implicitly account for (b);
feasible regions for the landing foot positions address
kinematic limits in (a) and can be estimated using simu-
lations as in ¢0];



bounds on the external wrench re ect dynamic limits in
(a) and can also be chosen empirically in simulations.

Although it is also possible to avoid assumption (c) asGifi,[
or to address (b) using a reduced model fratf] [ the three
proxy constraints presented above were suf cient in thiskwo

VI. EXPERIMENTS AND RESULTS

This section shows how we validated the proposed frame-
work, rst in dynamic simulations, and then with experimgnt
on an HRP-4 humanoid from Kawada Industries, with cus-
tomized ATI Mini40 force/torque sensors in the wrists. The
robot is position controlled, with joint setpoints updatmary
5ms by the whole body controller described in Section
In all experiments, for the walk, we set the swing duration
to tsws = 0:7s, and the stepping height toy, = 0:07m.
The average forward walking velocity, in the leader CoM
trajectory (L5), is set to0:1m.s 1. All simulations are run
with the same general parameters and timing constraints as
on the real robot, using a 2.7 GHz i7 processor.

A. Simulations

. . . Fig. 5. Screenshots of two simulations wits0N force pulling the robot
The base functionality of the WPG accounting for eXtem@erard. In the simulation on the right, a downward vertifmice component

wrench was previously veri ed and tested, with the resulig 500N is also added.
presented in 0. Complementary to those results, we con-
centrate on the implications of carrying an object together
with a human. Speci cally, due to the carried object weight,
a negative force component in tkedirection will be present.
Equation 8) shows that an important negatitg,; will increase
the robustness to external wrenchexiandy directions, by
reducing their net effect on the ZMP. Furthermoref ; is
comparable to the robot weight, it reduces the acceleration
effects. An intuitive way to interpret this is that the added
weight lowers the CoM of the combined (robot and object)
system, as shown in Fig. Here, al50N force is pulling the
robot forward. To compensate it, the WPG produces a posture
change. On the right image 50N weight is also added. The
end result is a less drastic posture change output by the WPG.
From this, we see that carrying heavier objects actuallpsel
the humanoid stability (assuming the robot motors can keandl
the extra load).
Concerning whole body control, we present simulations on
the designegbregraspand squeezingpostures output by3@).
For these, we must de ne the control frame poggs; on
the surface of the robot body parts (e.g. shoulder, chest,
hands, etc.), and compute the corresponding Jacobiane Som
postures have been shown in FigHowever, due to hardware
issues (broken wrist joint), we also had to desare-handed
versions of these, shown in Fig, along with a grasping Fig. 6. One-handed pregrasp (left) and squeezing (righdp 6 bottom:
motion of the hand (bottom gures). On the HRP-4 hand, théoulder-mounted body grasp, front-wrap body grasp, agitt tiand grasp.
thumb is controlled by one motor, and the four other ngess ar
actuated together by a second motor. Hence, the four ngers
open and close together during squeezing, and this motiormeves the chest frame forward, the QP solver uses the left
de ned by a singleoint position Another point of interest is arm to realize this objective.
the left arm motion in the front-wrap squeezing (middle tigh For integrating the walk and the whole-body controller,
in Fig. 6). This is caused by objective functidny(x;cqeg recall that at each instant the WPG (be it followeird)
in (38)), which keeps the ground projection of the CoM neasr leader (7)) provides a reference CoM position, velocity
the center of the support polygon. Since the squeeze motemd acceleration. In Figi, we compare the CoM and ZMP
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positions, as requested by the WPG (hdemder, with no tests are shown in the video, attached to this paper, and
external forces) and as achieved by the whole body controllavailable at:https://youtu.be/l[HG4AbAvi4. Screenshots are
The plot shows that the CoM is tracked well enough and thalso shown in Fig.10. The gure shows (left to right, top
the robot is actually walking ab:1m.s !, as requested. As then bottom): shoulder-mounted box carrying as leadentfro
for the ZMP, the approximation of null angular momentunvrap box carrying as leader, hand grasped stretcher cgragn
rate leads to the slight tracking error visible in the gurefollower, and hand grasped bucket carrying as follower.sEhe
Nevertheless, our tests (both dynamic simulations and realrespond to four of the six examples introduced in EigAll
experiments) show that this ZMP tracking error does notaffefour collaborative carrying scenarios were successfuh e
robot balance. robot acting as both leader and follower. For the two missing

. examples: rst, table carrying (rst scenario in Fid) was
CoM and ZMP tracking ‘ validated in our previous workif], [22], [27], [55]; second,

0.6
— the example requiring a side body grasp (fth scenario in
— 24 Fig. 1) is kinematically infeasible for HRP-4, as stated in
-- zef SectionV-E.
- - ZVref |]
— &
(e |
€ - - cFref
\E -- dref ||
S ‘
.‘5‘)
g
B B e e

time (s)

Fig. 7. Tracking task of the CoM using the WPG-generatedreefee CoM
along with a comparison of the resulting ZMP.

Lastly, we present simulations of walking Esmder, while
holding (SectionV-D4). Image sequences of walking while
holding using two-handed front-wrap, and shoulder-modinte
body grasps, are respectively shown in Figugsand 9. _ _ _ _ _ _
Although only some chosen examples are illustrated, e'ﬂher%g'. 10. Experiments with HRP-4 carrying various objectshva human.

p: 15N carton box, bottom leftl3N stretcher, bottom right8N bucket

the two WPG may be used, along with any of the grasps. These
examples demonstrate that we are capable of properly s€fvoi Relevant data from the stretcher carrying task, with therob
the CoM, while maintaining the desired robot posture. walking as follower (bottom left in Figl0), are shown in
Fig. 11. The top plot shows the CoM and ZMP reference
signals, generated by the WPG4], together with the mea-
sured values. A signi cant difference, due to impact, isyonl
observed on contact transitions (footsteps). Meanwhiie, t
bottom gure shows the forward (pulling) component of the
interaction force, measured by the two wrist force sensond,
then low-pass lItered and transformed to the CoM fraifng,
Note the pause in the walk (top gure), around the 13 to 15
second mark, corresponding to a strong decrease of intamact
force (since the human stopped). Throughout the experiment
the CoM and ZMP reference values are properly adapted to
the external force, as the robot follows the human.

Furthermore, Figl2 shows the raw force/torque sensor data
in the corresponding force sensor frames. In such frames,
the x component roughly corresponds to the object weight,
showing the robot is carrying aroud@N per hand throughout
the experiment. According to our prior calibration datagtea
B. Real robot experiments hand weighs7N . Therefore, the robot is supporting a total

After having veried the framework in simulation, we of 6N of the stretcher weight which is abodBN, hence
moved on to experiments on the real HRP-4. Representativés approximately sharing the load with the human. The

Fig. 8. Walking while holding, using a front-wrap body grasp

Fig. 9. Walking while holding, using a shoulder-mounted yguasp.
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CoM and ZMP tracking in X | | Left hand force sensor
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Fig. 11. Data from a stretcher carrying scenario with theotabalking as
a follower. Top: reference and actual CoM and ZMP (as geedraty the
WPG). Bottom: forward (pulling) component of the interactiforce.

Fig. 12. Raw force/torque sensor data from a stretcher icgriscenario with
the robot walking as a follower. Top: left hand. Bottom: tigtand.

component roughly corresponds to the previously discusseshstraints, but also use them accordingly, to operate as a
interaction force in Figll. Finally, thez component coincides follower or leader. Then, we discussed how all of this can
with the grasping forces applied on the stretcher in betwebe designed as objectives and constraints of an optimizatio
both hands. This remains arouBN throughout the test. problem for a whole-body controller. We nally presented
These results show that the overall approach works wedimulations and real test cases on the HRP-4 humanoid.
although force sensing is available only at the robot wrists Although our approach proved successful, there are still
and not at the other contact points (e.g., on the shoulder a®Veral areas that can be largely improved with future works
chest). The grasp stability could be improved, if forceteoh Firstly, one key issue, outlined by the real experimentshés

sensing was available on other body parts. need for force estimation. Related to this, we outlined the
need for distributed force sensing on the entire robot body,
VII. CONCLUSION instead of only on the wrist. Distributed tactile sensors ca

This article explores several aspects of human-humandaiaprove body grasps as tested with the HRP-%i#].[Another
collaborative carrying. We started by looking at this taskaa key improvement concerns the wrench prediction model for
whole, to infer the core principles, in order to program theietter proactive behaviors. A current limitation is thae th
on a humanoid robot. To this end, we created a Finite Stateench is simply predicted to be constant over the preview
Machine, encompassing all of the necessary subtasks. Néxirizon. However, since we believe the framework is very
we revisited locomotion and balance in relation to physicatell suited for including proactivity, a better perceptoabdel
interaction. For this, we designed two walking pattern gane is necessary. This requires integrating human percepton f
tors that not only take into account the physical interactidntention recognition, a dif cult challenge, but also antiae
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research area in physical human-robot interaction. Conirogr [18] K. Reed and M. Peshkin, “Physical Collaboration of Humttuman and
the walk, although the WPG presented here is simpli ed, its
core concepts do not con ict with improvements such as tho
in [63] which add robustness, allowing stair climbing. Another
possible direction for future investigation in WPG design i
addition of the terminal capturability constraint as iratid
in SectionIV-C. Apart from improving the WPG itself, its
integration in whole-body control can also be improvedhwit
works such as49 which aims at combining the separatézﬂ
QPs. Lastly, a limiting factor for our real experiments was
the low-level closed loop stabilizing controller of the HRP
which modi es the nal joint references sent to the robotwact
ators p4]. To solve this, a dedicated stabilizer, consistent with
our framework, should be designed. Finally, once the system
is improved in terms of performance, user-related studiéh,
several different users (possibly also instrumented) igthyo
of investigation.
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