
HAL Id: lirmm-01397321
https://hal-lirmm.ccsd.cnrs.fr/lirmm-01397321

Submitted on 13 Oct 2020

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Genetic Algorithm to Improve Diversity in MDE
Florian Galinier, Eric Bourreau, Annie Chateau, Adel Ferdjoukh, Clémentine

Nebut

To cite this version:
Florian Galinier, Eric Bourreau, Annie Chateau, Adel Ferdjoukh, Clémentine Nebut. Genetic Algo-
rithm to Improve Diversity in MDE. META: Metaheuristics and Nature Inspired Computing, Oct
2016, Marrakech, Morocco. �lirmm-01397321�

https://hal-lirmm.ccsd.cnrs.fr/lirmm-01397321
https://hal.archives-ouvertes.fr


Genetic Algorithm to Improve Diversity in MDE

Florian Galinier, Éric Bourreau, Annie Chateau, Adel Ferdjoukh, Clémentine Nebut
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1 Introduction

Model Driven Engineering (MDE) provides tools for systematization and automation of models.
Model transformations are nowadays widely used either in a maintenance context or in a more tra-
ditional development contexts. It allows realization at many stages during life cycle for a software:
code generation, reverse engineering, etc. These models transformations are for example a way to
change a model from a specific domain – e.g. a UML class model – to another domain – e.g. a
Java model. Domains of models are specified by models of higher abstraction level: Meta-Models
(MM).

Generation of models from MM as a testing purpose is a quite complex task. Several combi-
natorial approaches have already been proposed. In [1–3], the authors propose a generation based
on Constraint Satisfaction Problems (CSP). These methods provide encouraging results, creating
models that conform to meta-models and moreover, encoding constraints (OCL) that can be added
to meta-models. Recently, in [4], simulated annealing generate a set of models which are the more
dissimilar and which cover the meta-model. Meta-heuristics seem to provide interesting results in
term of diversity, and, in our opinion, diversity is now a major issue to complete our generation
process.

In this paper, we explain how to generate diverse models conform to a meta-model, using genetic
algorithms.

2 Evolutionary algorithm

Evolutionary algorithm (EA) have been largely adopted to provide good solutions to combinatorial
problems. In this section we will describe the differents components of our EA [5].

2.1 Chromosome representation

Representing models as a sequence in a chromosome is complex, moreover if we want to allow the
possibility to crossover models. We base our approach on the CSP paradigm used by the authors
in [1]. In this work, Ferdjoukh et al. propose to describe a model as a constraint network composed
by variables, domains associated to these variables and a set of constraints. A valid model (i.e.
which respect the meta-model and constraints) is an instantiation of variables that respect CSP
constraints. We first choose to use vectors of instanciated values as chromosome representation. In a
second time, we prefer to express in a chromosome a set of models (a list of size p) by concatenating
p consecutive vectors representing p different models.

2.2 Initial Population

In [6], Ferdjoukh et al. introduce probabilistic simulation to generate realistic datas from a MM,
based on a CSP instantiation. Their tool (named Grimm) is able to generate a set of valid models,
conforms to meta-models, with variety in domain range instantiation due to probability distribu-
tion. A first set of 100 models, conforms to a specific meta model, is generated. Due to the value
of p, we respectively considered 50 chromosomes (p=2), 25 chromosomes (p=4) or 20 (p=5).
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2.3 Fitness function

Diversity between models is a rich problem. Indeed, it could be linked to a metrix representing
similarity/dissimilarity. Some previous works in model driven engineering [7] used semantics data of
models to provide a similarity measure. In our case, semantics data seems not sufficiently realistic,
models are generated. Instead, we choose to focus on structure to define fitness.

As previously explained we reduced the problem by representing a graph as a vector includ-
ing for each artefact target, relations and attributes. A simple Hamming distance or Levenshtein
distance can be then used to compared two models. We choose to used a more recent metric from
Data Mining domain: the cosine dissimilarity [8]. This metric is usualy applied to vectors that
represent occurences of word in a text. It is defined as:
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For the simple case where one chromosome contain two models, this distance is quite easy to
compute, but in other cases, we obtain a distance matrix. We follow different approaches to try to
increase diversity. Indeed, we consider several fitness for the ”more than two models” case:

(1) a fitness based on the lowest value of the distance matrix: with this approach, we consider that
increase the minimal value will normally increase all the distances;

(2) a fitness based on mean value of the distance matrix: with this approach, we hope that trying
to increase the mean will increase all the distances;

(3) a fitness based on a sum of (1) and (2), trying to increase both values;
(4) two different fitness functions: the (1) and the (2), trying to increase one of the two values.

If the three first approaches can be realized with all genetics algorithms, the last approach need
the use of a multi-objective evolutionary algorithm. We choose the widely used NSGA-II [9, 10].

2.4 Crossover, mutation, feasibility repair and selection

We randomly pick couples of chromosomes and apply a simple one point crossover on them to
generate new chromosomes.
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Fig. 1. One point Crossover between two chromosomes composed by 2 models.

We determine that a mutation chance of 0.5h for each gene is enough to avoid a too quick
convergence and allow diversification. To check feasibility, first we store extra-data, like domains
and constraints, to quickly check if new vectors (generated by crossover or mutation) are still valid.
Our modified vector is reintroduced in CSP tool to check satisfiability and if necessary, repair it
by looking valid instantiation in a classical depth first search exploration.

As selection criterion, when we generating 100 new chromosomes, we keep the 100 best over
the overall 200 chromosomes

3 Computational results

We first consider a population with individual composed only by 2 models. In Fig. 2, we can observe
that our method provides better results than the CSP approach. Indeed, population at generation
100 has a mean distance score better than the original population. Moreover, we can note that for
both distances the lowest value of our final population is better than the higher value of initial
one. The lowest values for cosine distance are inherent to the fact that some values of vectors are
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Fig. 2. Evolution of mean distance for population with chromosome with 2 models

too constrained – the dashed line indicates the best possible pairing at last generation, computed
with a brute force algorithm.

Fig. 3 shows the different fitness approaches when p = 5. Trying min value (1) or mean value (2)
brings quite similar results. The combination of two objectives, with sum aggregation (3) and even
more with bi-objective vision (4), provides even better results. We also observe that our method
provides better results than original one at the cost of an increased computation time to reach
convergence.
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Fig. 3. Evolution of mean distance for population with chromosome composed by 5 models

4 Conclusion

Diversity of artefacts in model generation is an important point. The evolutionary meta-heuristic
provide a tool to increase distance between models. With this approach, we are able to increase
mean score for more than 50% for considered metrics. As perspectives, we will look at the case where
chromosome are mono-model by considering a population fitness, and preliminaries computations
seem to provide better results in terms of scalability.
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