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Abstract. In an edge-colored graph, the cost incurred at a vertex on a path
when two incident edges with different colors are traversed is called reload
or changeover cost. The Minimum Changeover Cost Arborescence (MinCCA)
problem consists in finding an arborescence with a given root vertex such that
the total changeover cost of the internal vertices is minimized. It has been
recently proved by Gözüpek et al. [14] that the MinCCA problem is FPT
when parameterized by the treewidth and the maximum degree of the input
graph. In this article we present the following results for MinCCA:
• the problem is W[1]-hard parameterized by the treedepth of the input

graph, even on graphs of average degree at most 8. In particular, it is W[1]-
hard parameterized by the treewidth of the input graph, which answers
the main open problem of [14];

• it is W[1]-hard on multigraphs parameterized by the tree-cut width of the
input multigraph;

• it is FPT parameterized by the star tree-cut width of the input graph,
which is a slightly restricted version of tree-cut width. This result strictly
generalizes the FPT result given in [14];

• it remains NP-hard on planar graphs even when restricted to instances
with at most 6 colors and 0/1 symmetric costs, or when restricted to
instances with at most 8 colors, maximum degree bounded by 4, and 0/1
symmetric costs.

Keywords: minimum changeover cost arborescence; parameterized complex-
ity; FPT algorithm; treewidth; dynamic programming; planar graph.

1 Introduction

The cost that occurs at a vertex when two incident edges with different colors are
crossed over is referred to as reload cost or changeover cost in the literature. This cost
depends on the colors of the traversed edges. Although the reload cost concept has
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important applications in numerous areas such as transportation networks, energy
distribution networks, and cognitive radio networks, it has received little attention in
the literature. In particular, reload/changeover cost problems have been investigated
very little from the perspective of parameterized complexity; the only previous work
we are aware of is the one in [14].

In heterogeneous networks in telecommunications, transiting from a technology
such as 3G (third generation) to another technology such as wireless local area net-
work (WLAN) has an overhead in terms of delay, power consumption etc., depending
on the particular setting. This cost has gained increasing importance due to the re-
cently popular concept of vertical handover [6], which is a technique that allows a
mobile user to stay connected to the Internet (without a connection loss) by switch-
ing to a different wireless network when necessary. Likewise, switching between dif-
ferent service providers even if they have the same technology has a non-negligible
cost. Recently, cognitive radio networks (CRN) have gained increasing attention in
the communication networks research community. Unlike other wireless technologies,
CRNs are envisioned to operate in a wide range of frequencies. Therefore, switching
from one frequency band to another frequency band in a CRN has a significant cost in
terms of delay and power consumption [2,13]. This concept has applications in other
areas as well. For instance, the cost of transferring cargo from one mode of transporta-
tion to another has a significant cost that outweighs even the cost of transporting the
cargo from one place to another using a single mode of transportation [19]. In energy
distribution networks, transferring energy from one type of carrier to another has an
important cost corresponding to reload costs [8].

The reload cost concept was introduced in [19], where the considered problem is to
find a spanning tree having minimum diameter with respect to reload cost. In particu-
lar, they proved that the problem cannot be approximated within a factor better than
3 even on graphs with maximum degree 5, in addition to providing a polynomial-time
algorithm for graphs with maximum degree 3. The work in [8] extended these inap-
proximability results by proving that the problem is inapproximable within a factor
better than 2 even on graphs with maximum degree 4. When reload costs satisfy the
triangle inequality, they showed that the problem is inapproximable within any factor
better than 5/3.

The work in [10] focused on the minimum reload cost cycle cover problem, which is
to find a set of vertex-disjoint cycles spanning all vertices with minimum total reload
cost. They showed an impossibility result for the case when there are 2 colors, the
reload costs are symmetric and satisfy the triangle inequality. They also presented
some integer programming formulations and computational results.

The authors in [12] study the problems of finding a path, trail or walk connecting
two given vertices with minimum total reload cost. They present several polynomial
and NP-hard cases for (a)symmetric reload costs and reload costs with(out) trian-
gle inequality. Furthermore, they show that the problem is polynomial for walks, as
previously mentioned by [19], and re-proved later for directed graphs by [1].

The work in [9] introduced the Minimum Changeover Cost Arborescence (MinCCA)
problem. Given a root vertex, MinCCA problem is to find an arborescence with min-
imum total changeover cost starting from the root vertex. They proved that even
on graphs with bounded degree and reload costs adhering to the triangle inequality,
MinCCA on directed graphs is inapproximable within β log log(n) for β > 0 when
there are two colors, and within n1/3−ε for any ε > 0 when there are three colors. The
work in [15] investigated several special cases of the problem such as bounded cost
values, bounded degree, and bounded number of colors. In addition, [15] presented in-
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approximability results as well as a polynomial-time algorithm and an approximation
algorithm for the considered special cases.

In this paper, we study the MinCCA problem from the perspective of parameter-
ized complexity; see [3,5,7,17]. Unlike the classical complexity theory, parameterized
complexity theory takes into account not only the total input size n, but also other
aspects of the problem encoded in a parameter k. It mainly aims to find an exact
resolution of NP-complete problems. A problem is called fixed parameter tractable
(FPT) if it can be solved in time f(k) ·p(n), where f(k) is a function depending solely
on k and p(n) is a polynomial in n. An algorithm constituting such a solution is called
an FPT algorithm for the problem. Analogously to NP-completeness in classical com-
plexity, the theory of W[1]-hardness can be used to show that a problem is unlikely
to be FPT, i.e., for every algorithm the parameter has to appear in the exponent of
n. The parameterized complexity of reload cost problems is largely unexplored in the
literature. To the best of our knowledge, [14] is the only work that focuses on this issue
by studying the MinCCA problem on bounded treewidth graphs. In particular, [14]
showed that the MinCCA problem is in XP when parameterized by the treewidth of
the input graph and it is FPT when parameterized by the treewidth and the maximum
degree of the input graph. In this paper, we prove that the MinCCA problem is W[1]-
hard parameterized by the treedepth of the input graph, even on graphs of average
degree at most 8. In particular, it is W[1]-hard parameterized by the treewidth of the
input graph, which answers the main open issue pointed out by [14]. Furthermore, we
prove that it is W[1]-hard on multigraphs parameterized by the tree-cut width of the
input multigraph. On the positive side, we present an FPT algorithm parameterized
by the star tree-cut width of the input graph, which is a slightly restricted version
of tree-cut width that we introduce here. This algorithm strictly generalizes the FPT
algorithm given in [14]. We also prove that the problem is NP-hard on planar graphs,
which are also graphs of bounded decomposability, even when restricted to instances
with at most 6 colors and 0/1 symmetric costs. In addition, we prove that it remains
NP-hard on planar graphs even when restricted to instances with at most 8 colors,
maximum degree bounded by 4, and 0/1 symmetric costs.

The rest of this paper is organized as follows. In Section 2 we introduce some
basic definitions and preliminaries as well as a formal definition of the MinCCA
problem. We present our hardness results in Section 3. Due to space limitations, our
algorithmic results with respect to star tree-cut width have been completely moved to
Appendix D. Finally, Section 4 concludes the paper. The proofs of the results marked
with ‘[?]’ have been moved to the appendices. All figures except Fig. 1 can be found
ni Appendix E.

2 Preliminaries

We say that two partial functions f and f ′ agree if they have the same value every-
where they are both defined, and we denote it by f ∼ f ′. For a set A and an element
x, we use A+ x (resp., A− x) as a shorthand for A∪ {x} (resp., A \ {x}). We denote
by [i, k] the set of all integers between i and k inclusive, and [k] = [1, k].

Graphs, digraphs, trees, and forests. Given an undirected (multi)graph G =
(V (G), E(G)) and a subset U ⊆ V (G) of the vertices ofG, δG(U) := {uu′ ∈ E(G) | u ∈ U, u′ /∈ U}
is the cut of G determined by U , i.e., the set of edges of G that have exactly one end in
U . In particular, δG(v) denotes the set of edges incident to v in G, and dG(v) := |δG(v)|
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is the degree of v in G. The minimum and maximum degrees of G are defined as
δ(G) := min {dG(v) | v ∈ V (G)} and ∆(G) := max {dG(v) | v ∈ V (G)} respectively.
We denote by NG(U) (resp., NG[U ]) the open (resp., closed) neighborhood of U in
G. NG(U) is the set of vertices of V (G) \ U that are adjacent to a vertex of U , and
NG[U ] := NG(U)∪U . When there is no ambiguity about the graph G we omit it from
the subscripts. For a subset of vertices U ⊆ V (G), G[U ] denotes the subgraph of G
induced by U .

A digraph T is a rooted tree or arborescence if its underlying graph is a tree and
it contains a root vertex denoted by root(T ) with a directed path from every other
vertex to it. Every other vertex v 6= root(T ) has a parent in T , and v is a child of its
parent.

A rooted forest is the disjoint union of rooted trees, that is, each connected com-
ponent of it has a root, which will be called a sink of the forest.

Tree decompositions, treewidth, and treedepth. A tree decomposition of a
graph G = (V (G), E(G)) is a tree T , where V (T ) = {B1, B2, . . .} is a set of subsets
(called bags) of V (G) such that the following three conditions are met:

1.
⋃
V (T ) = V (G).

2. For every edge uv ∈ E(G), u, v ∈ Bi for some bag Bi ∈ V (T ).
3. For every Bi, Bj , Bk ∈ V (T ) such that Bk is on the path PT (Bi, Bj), Bi∩Bj ⊆ Bk.

The width ω(T ) of a tree decomposition T is defined as the size of its largest
bag minus 1, i.e., ω(T ) = max {|B| | B ∈ V (T )} − 1. The treewidth of a graph G,
denoted as tw(G), is defined as the minimum width among all tree decompositions of
G. When the treewidth of the input graph is bounded, many efficient algorithms are
known for problems that are in general NP-hard. In fact, most problems are known
to be FPT when parameterized by the treewidth of the input graph. Hence, what we
prove in this paper, i.e. the MinCCA problem is W[1]-hard when parameterized by
treewidth, is an interesting result.

The treedepth td(G) of a graph G is the smallest natural number k such that
each vertex of G can be labeled with an element from {1, . . . , k} so that every path
joining two vertices with the same label contains a vertex having a larger label. Intu-
itively, where the treewidth parameter measures how far a graph is from being a tree,
treedepth parameter measures how far a graph is from being a star. The treewidth of
a graph is at most one less than its treedepth; therefore, a W[1]-hardness result for
treedepth implies a W[1]-hardness for treewidth.

Tree-cut width. We now explain the concept of tree-cut width and follow the nota-
tion in [11]. A tree-cut decomposition of a graph G is a pair (T,X ) where T is a rooted
tree and X is a partition of V (G) where each set Xt of the partition is associated with
a vertex t of T . That is, X = {Xt ⊆ V (G) : t ∈ V (T )}. The set Xt is termed the bag
associated with the node t. For a node t of T we denote by Yt the union of all the
bags associated with t and its descendants, and Gt = G[Yt]. cut(t) = δ(Yt) is the set
of all edges with exactly one endpoint in Yt.

The adhesion adh(t) of t is |cut(t)|. The torso of t is the graph Ht obtained
from G as follows. Let t1, . . . , t` be the children of t, Yi = Yti for i ∈ [`] and
Y0 = V (G) \ (Xt ∪`i=1 Yi). We first contract each set Yi to a single vertex yi, by
possibly creating parallel edges. We then remove every vertex yi of degree 1 (with its
incident edge), and finally suppress every vertex yi of degree 2 having 2 neighbors,
by connecting its two neighbors with an edge and removing yi. The torso size tor(t)
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tcw(G)

tw(G)

td(G)

tw(G)+ ( )G

Fig. 1. Relationships between selected graph parameters. A being a child of B means
that every graph class with bounded A is also with bounded B but the converse is
not necessarily true [11].

of t is the number of vertices in Ht. The width of a tree-cut decomposition (T,X ) of
G is maxt∈V (T ){adh(t), tor(t)}. The tree-cut width of G, or tcw(G) in short, is the
minimum width of (T,X ) over all tree-cut decompositions (T,X ) of G.

Theorem 1 (Kim et al. [16]). Given a graph G on n vertices, a tree-cut decompo-

sition of G of width at most 2tcw(G) can be computed in time 2O(k2 log tcw(G)) · n2.

A non-root node t of T is thin if adh(t) ≤ 2 and bold otherwise. A tree-cut decom-
position (T,X ) is nice if for every thin node t and every sibling t′ of t, Yt does not
have neighbours in Yt′ . For a node t of T we use Bt to denote the set of thin children
t′ of t such that N(Yt′) ⊆ Xt, and we let At contain every child of t which is not in
Bt.

Theorem 2 (Ganian et al. [11]). A tree-cut decomposition of a graph G can be
transformed in time O(n3) to a nice tree-cut decomposition of G without increasing
its width or its number of nodes.

Lemma 1 (Ganian et al. [11]). For every node t of a tree-cut decomposition of
width k,

|At| ≤ 2k + 1. (1)

Fig. 1 shows the relationship between selected graph parameters. As depicted in
Fig. 1, tree-cut width provides an intermediate measurement which allows either to
push the boundary of fixed parameter tractability or strengthen W[1]-hardness result
(cf. [11,16,20]). Furthermore, Fig. 1 also shows that treedepth and tree-cut width do
not possess an implication relation in terms of parameterized complexity.

Reload and changeover costs. We follow the notation and terminology of [19]
where the concept of reload cost was defined. We consider edge colored graphs G,
where the colors are taken from a finite set X and χ : E(G) → X is the coloring
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function. Given a coloring function χ, we denote by Eχx , or simply by Ex the set of
edges of E colored x, and Gx = (V (G), E(G)x) is the subgraph of G having the same
vertex set as G, but only the edges colored x. The costs are given by a non-negative
function cc : X2 → N0 satisfying

1. cc(x1, x2) = cc(x2, x1) for every x1, x2 ∈ X.

2. cc(x, x) = 0 for every x ∈ X.

At this point we note that our algorithms does not rely on any one of the above
properties of the cost function, and they will work on other cost functions too. We
assume without loss of generality that the minimum non-zero cost value is 1 and
we denote the maximum cost value as Cmax := maxx1,x2∈X cc(x1, x2). The cost of
traversing two incident edges e1, e2 is cc(e1, e2) := cc(χ(e1), χ(e2)).

We say that an instance satisfies the triangle inequality, if (in addition to the
above) the cost function satisfies
cc(e1, e3) ≤ cc(e1, e2) + cc(e2, e3) whenever e1, e2 and e3 are incident to the same
vertex.

The changeover cost of a path P = (e1 − e2 − . . . − e`) of length ` is cc(P ) :=∑`
i=2 cc(ei−1, ei). Note that cc(P ) = 0 whenever ` ≤ 1.

We extend this definition to trees as follows: Given a directed tree T rooted at r,
(resp., an undirected tree T and a vertex r ∈ V (T )), for every outgoing edge e of r
(resp., incident to r) we define prev(e) = e, and for every other edge prev(e) is the
edge preceding e on the path from r to e. The changeover cost of T with respect to r
is cc(T, r) :=

∑
e∈E(T ) cc(prev(e), e). When there is no ambiguity about the vertex r,

we denote cc(T, r) by cc(T ).

Statement of the problem. The MinCCA problem aims to find a spanning tree
rooted at r with minimum changeover cost [9]. Formally,

MinCCA
Input: A graph G = (V,E) with an edge coloring function χ : E → X, a vertex r ∈ V
and a changeover cost function cc : X2 → N0.
Output: A spanning tree T of G minimizing cc(T, r).

3 Hardness results

In this section we prove several hardness results for the MinCCA problem. Our main
result is in Subsection 3.1, where we prove that the problem is W[1]-hard parameter-
ized by the treedepth of the input graph. We also prove that the problem is W[1]-hard
on multigraphs parameterized by the tree-cut width of the input graph. Both results
hold even if the input graph has bounded average degree. Finally, in Subsection 3.2
we prove that the problem remains NP-hard on planar graphs.

3.1 W[1]-hardness with parameters treedepth and tree-cut width

We need to define the following parameterized problem.
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Multicolored k-Clique
Input: A graph G, a coloring function c : V (G) → {1, . . . , k}, and a positive
integer k.
Parameter: k.
Question: Does G contain a clique on k vertices with one vertex from each color
class?

Multicolored k-Clique is known to be W[1]-hard on general graphs, even in
the special case where all color classes have the same number of vertices [18], and
therefore we may make this assumption as well.

Theorem 3. The MinCCA problem is W[1]-hard parameterized by the treedepth of
the input graph, even on graphs with average degree at most 8.

Proof: We reduce from Multicolored k-Clique, where we may assume that k is
odd. Indeed, given an instance (G, c, k) of Multicolored k-Clique, we can trivially
reduce the problem to itself as follows. If k is odd, we do nothing. Otherwise, we
output (G′, c′, k+1), where G′ is obtained from G by adding a universal vertex v, and
c′ : V (G′)→ {1, . . . , k+ 1} is such that its restriction to G equals c, and c(v) = k+ 1.

Given an instance (G, c, k) of Multicolored k-Clique with k odd, we proceed
to construct an instance (H,X, χ, r, cc) of MinCCA. Let V (G) = V1 ] V2 ] · · · ] Vk,
where the vertices of Vi are colored i for 1 ≤ i ≤ k. Let W be an arbitrary Eulerian
circuit of the complete graph Kk, which exists since k is odd. If V (Kk) = {v1, . . . , vk},
we can clearly assume without loss of generality6 that W starts by visiting, in this
order, vertices v1, v2, . . . , vk, v1, and that the last edge of W is {v3, v1}; see Fig. 2 and
Fig. 3. For every edge {vi, vj} of W , we add to H a vertex si,j . These vertices are
called the selector vertices of H. For every two consecutive edges {vi, vj}, {vj , v`} of

W , we add to H a vertex vi,`j and we make it adjacent to both si,j and sj,`. We also

add to H a new vertex v0,21 adjacent to s1,2, a new vertex v3,01 adjacent to s3,1, and

a new vertex r adjacent to v0,21 , which will be the root of H. Note that the graph
constructed so far is a simple path P on 2

(
k
2

)
+ 2 vertices; see Fig. 4. We say that the

vertices of the form vi,`j are occurrences of vertex vj ∈ V (Kk). For 2 ≤ j ≤ k, we add
an edge between the root r and the first occurrence of vertex vj in P (note that the
edge between r and the first occurrence of v1 already exists).

The first k selector vertices, namely s1,2, s2,3, . . . , sk−1,k, sk,1 will play a special
role that will become clear later. To this end, for 1 ≤ i ≤ k, we add an edge between
the selector vertex si,i (mod k)+1 and each of the occurrences of vi that appear after
si,i (mod k)+1 in P . These edges will be called the jumping edges of H.

Let us denote by F the graph constructed so far; see Fig. 5. Finally, in order to
construct H, we replace each vertex of the form vi,`j in F with a whole copy of the
vertex set Vj of G and make each of these new vertices adjacent to all the neighbors of

vi,`j in F . This completes the construction of H; see Fig. 6. Note that td(H) ≤
(
k
2

)
+1,

as the removal of the
(
k
2

)
selector vertices from H results in a star centered at r and

isolated vertices.
We now proceed to describe the color palette X, the coloring function χ, and

the cost function cc, which altogether will encode the edges of G and will ensure the
desired properties of the reduction. For simplicity, we associate a distinct color with

6 This assumption is not crucial for the construction, but helps in making it conceptually
and notationally easier.
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each edge of H, and thus, with slight abuse of notation, it is enough to describe the
cost function cc for every ordered pair of incident edges of H. We will use just three
different costs: 0, 1, and B, where B can be set as any real number strictly greater
than

(
k
2

)
. For each ordered pair of incident edges e1, e2 of H, we define

cc(e1, e2) =



0, if e1 = {x̂, si,j} and e2 = {si,j , ŷ} is a jumping edge such that
x̂, ŷ are copies of vertices x, y ∈ Vi, respectively, with x 6= y, or

if e1 = {r, x̂} and e2 = {x̂, s1,2}, where x̂ is a copy of a vertex
x ∈ V1, or

if e1 and e2 are the two edges that connect a vertex in a copy
of a color class Vi to a selector vertex.

1, if e1 = {x̂, si,j} and e2 = {si,j , ŷ}, where x̂ is a copy of a vertex
x ∈ Vi and ŷ is a copy of a vertex y ∈ Vj such that {x, y} ∈ E(G).

B, otherwise.

This completes the construction of (H,X, χ, r, cc), which can be clearly performed
in polynomial time.

Claim 1. [?] The average degree of H is bounded by 8.

We now claim that H contains and arborescence T rooted at r with cost at most(
k
2

)
if and only if G contains a multicolored k-clique7. Note that the simple path P

described above naturally defines a partial left-to-right ordering among the vertices
of H, and hence any arborescence rooted at r contains forward and backward edges
defined in an unambiguous way. Note also that all costs that involve a backward edge
are equal to B, and therefore no such edge can be contained in an arborescence of
cost at most

(
k
2

)
.

Suppose first that G contains a multicolored k-clique with vertices v1, v2, . . . , vk,
where vi ∈ Vi for 1 ≤ i ≤ k. Then we define the edges of the spanning tree T of H as
follows. Tree T contains the edges of a left-to-right path Q that starts at the root r,
contains all

(
k
2

)
selector vertices and connects them, in each occurrence of a set Vi, to

the copy of vertex vi defined by the k-clique. Since in Q the selector vertices connect
copies of pairwise adjacent vertices of G, the cost incurred so far by T is exactly

(
k
2

)
.

For 1 ≤ i ≤ k, we add to Q the edges from r to all vertices in the first occurrence
of Vi that are not contained in Q. Note that the addition of these edges to T incurs
no additional cost. Finally, we will use the jumping edges to reach the uncovered
vertices of H. Namely, for 1 ≤ i ≤ k, we add to T an edge between the selector vertex
si,i (mod k)+1 and all occurrences of the vertices in Vi distinct from vi that appear
after si,i (mod k)+1; see the green tree in Fig. 6. Note that since the jumping edges
in T contain copies of vertices distinct from the the ones in the k-clique, these edges
incur no additional cost either. Therefore, cc(T, r) =

(
k
2

)
, as we wanted to prove.

Conversely, suppose now that H has an arborescence T rooted at r with cost at
most

(
k
2

)
. Clearly, all costs incurred by the edges in T are either 0 or 1. For a selector

vertex si,j , we call the edges joining si,j to the vertices in the occurrence of Vi right
before si,j (resp., in the occurrence of Vj right after si,j) the left (resp., right) edges
of this selector vertex.

7 If the costs associated with colors are restricted to be strictly positive, we can just re-
place cost 0 with cost ε, for an arbitrarily small positive real number ε, and ask for an
arborescence in H of cost strictly smaller than

(
k
2

)
+ 1.
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Claim 2. Tree T contains exactly one left edge and exactly one right edge of each
selector vertex of H.

Proof: Since only forward edges are allowed in T , and T should be a tree, clearly for
each selector vertex exactly one of its left edges belongs to T . Thus, it just remains
to prove that T contains exactly one right edge of each selector vertex.

Let si,j and sj,` be two consecutive selector vertices. Let e be the left edge of sj,`
in T and let vj be the vertex of the copy of Vj contained in e. Again, since backward
edges are not allowed in T , vj needs to be incident with another forward edge e′ of
T . If this edge e′ contains r or if it is a jumping edge, then the cost incurred in T by
e′ and e would be equal to B, a contradiction to the hypothesis that cc(T, r) ≤

(
k
2

)
.

Therefore, e′ is necessarily one of the right edges of si,j , so at least one of the right
edges of selector vertex si,j belongs to T .

As for the right edges of the last selector vertex, namely s3,1, if none of them
belonged to T , then there would be a jumping edge going to the last copy of V1 such
that, together with the left edge of selector vertex s1,2 that belongs to T , would incur
a cost of B, which is impossible.

We have already proved that exactly one left edge and at least one of the right
edges of each selector vertex belong to T . For each selector vertex si,j , its left edge in
T together with each of its right edges in T incur at cost of at least 1. But as there are(
k
2

)
selector vertices in H, and by hypothesis the cost of T is at most

(
k
2

)
, we conclude

that exactly one of the right edges of each selector vertex belongs to T , as we wanted
to prove. ♦

By Claim 2, tree T contains a path Q′ that chooses exactly one vertex from each
occurrence of a color class of G. We shall now prove that, thanks to the jumping edges,
these choices are coherent, which will allow us to extract the desired multicolored k-
clique in G.

Claim 3. For every 1 ≤ i ≤ k, the vertices in the copies of color class Vi contained
in Q′ all correspond to the same vertex of G, denoted by vi.

Proof: Assume for contradiction that for some index i, the vertices in the copies of
color class Vi contained in Q′ correspond to at least two distinct vertices vi and v′i
of G, in such a way that vi is the selected vertex in the first occurrence of Vi, and
v′i occurs later, say in the jth occurrence of Vi. Therefore, the copy of vi in the jth
occurrence of Vi does not belong to path Q′, so for this vertex to be contained in
T , by construction it is necessarily an endpoint of a jumping edge e starting at the
selector vertex si,i (mod k)+1. But then the cost incurred in T by the edges e′ and e,
where e′ is the edge joining the copy of vi in the first occurrence of Vi to the selector
vertex si,i (mod k)+1, equals B, contradicting the hypothesis that cc(T, r) ≤

(
k
2

)
. ♦

Finally, we claim that the vertices v1, v2, . . . , vk defined by Claim 3 induce a mul-
ticolored k-clique in G. Indeed, assume for contradiction that there exist two such
vertices vi and vj such that {vi, vj} /∈ E(G). Then the cost in T incurred by the two
edges connecting the copies of vi and vj to the selector vertex si,j (by Claim 2, these
two edges indeed belong to T ) would be equal to B, contracting again the hypothesis
that cc(T, r) ≤

(
k
2

)
. This concludes the proof of the theorem. �

In the next theorem we prove that the MinCCA problem is W[1]-hard on multi-
graphs parameterized by the tree-cut width of the input graph. Note that this result
does not imply Theorem 3, which applies to graphs without multiple edges.
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Theorem 4. [?] The MinCCA problem is W[1]-hard on multigraphs parameterized
by the tree-cut width of the input multigraph.

3.2 NP-hardness on planar graphs

In this subsection we prove that the MinCCA problem remains NP-hard on planar
graphs. In order to prove this result, we need to introduce the Planar Monotone
3-sat problem. An instance of 3-sat is called monotone if each clause is monotone,
that is, each clause consists only of positive variables or only of negative variables. We
call a clause with only positive (resp., negative) variables a positive (resp., negative)
clause. Given an instance φ of 3-sat, we define the bipartite graph Gφ that has one
vertex per each variable and each clause, and has an edge between a variable-vertex
and a clause-vertex if and only if the variable appears (positively or negatively) in
the clause. A monotone rectilinear representation of a monotone 3-sat instance φ
is a planar drawing of Gφ such that all variable-vertices lie on a path, all positive
clause-vertices lie above the path, and all negative clause-vertices lie below the path
(see Fig. 7). In the Planar Monotone 3-sat problem, we are given a monotone
rectilinear representation of a planar monotone 3-sat instance φ, and the objective is
to determine whether φ is satisfiable. Berg and Khosravi [4] proved that the Planar
Monotone 3-sat problem is NP-complete.

Theorem 5. The MinCCA problem is NP-hard on planar graphs even when re-
stricted to instances with at most 6 colors and 0/1 symmetric costs.

Proof: We reduce from the Planar Monotone 3-sat problem. Given a mono-
tone rectilinear representation of a planar monotone 3-sat instance φ, we build an
instance (H,X, χ, r, f) of MinCCA as follows. We denote the variable-vertices of Gφ
as {x1, . . . , xn} and the clause-vertices of Gφ as {C1, . . . , Cm}. Without loss of gen-
erality, we assume that the variable-vertices appear in the order x1, . . . , xn on the
path P of Gφ that links the variable-vertices. For every variable-vertex xi of Gφ, we
add to H a gadget consisting of four vertices x`i , x

r
i , x

+
i , x

−
i and five edges {x`i , x

+
i },

{x+i , xri }, {xri , x
−
i }, {x

−
i , x

`
i}, {x

+
i , x

−
i }. We add to H a new vertex r, which we set as

the root, and we add the edge {r, x`1}. For every i ∈ {1, . . . , n− 1}, we add to H the
edge {xri , x`i+1}. We add to H all clause-vertices C1, . . . , Cm. For every i ∈ {1, . . . , n},
we add an edge between vertex x+i and each clause-vertex of Gφ in which variable xi
appears positively, and an edge between vertex x−i and each clause-vertex of Gφ in
which variable xi appears negatively. This completes the construction of H, which is
illustrated in Fig. 8. Since Gφ is planar and all positive (resp., negative) clause-vertices
appear above (resp., below) the path P , it is easy to see that the graph H is planar
as well.

We define the color palette as X = {1, 2, 3, 4, 5, 6}. Let us now describe the edge-
coloring function χ. For every clause-vertex Cj , we color arbitrarily its three incident
edges with the colors {4, 5, 6}, so that each edge incident to Cj gets a different color.
For every i ∈ {1, . . . , n}, we define χ({x`i , x

+
i }) = χ({xri , x

−
i }) = 1, χ({x+i , xri }) =

χ({x−i , x`i}) = 2, and χ({x+i , x
−
i }) = 3. We set χ({r, x`1}) = 4 and for every i ∈

{1, . . . , n−1}, χ({xri , x`i+1}) = 4. The function χ is also depicted in Fig. 8. Finally, we
define the cost function cc to be symmetric and, for every i ∈ {1, 2, 3, 4, 5, 6}, we set
cc(i, i) = 0. We define cc(1, 2) = 1 and cc(1, 3) = cc(2, 3) = 0. For every i ∈ {4, 5, 6},
we set cc(1, i) = cc(2, i) = 0 and cc(3, i) = 1. Finally, for every i, j ∈ {4, 5, 6} with
i 6= j we set cc(i, j) = 1.
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We now claim that H contains an arborescence T rooted at r with cost 0 if and
only if the formula φ is satisfiable.

Suppose first that φ is satisfiable, and fix a satisfying assignment of φ. We proceed
to define an arborescence T rooted at T with cost 0. T contains the edge {r, x`1} and,
for every i ∈ {1, . . . , n−1}, the edge {xri , x`i+1}. For every i ∈ {1, . . . , n}, if variable xi
is set to 1 in the satisfying assignment of φ, we add to T the edges {x`i , x

+
i }, {x

+
i , x

−
i },

and {x−i , xri }. Otherwise, if variable xi is set to 0 in the satisfying assignment of φ, we
add to T the edges {x`i , x

−
i }, {x

−
i , x

+
i }, and {x+i , xri }. Finally, for every j ∈ {1, . . . ,m},

let xt (resp., x̄t) be a literal in clause Cj that is set to 1 by the satisfying assignment
of φ (note that for each clause we consider only one such literal). Then we add to T
an edge between vertex Cj and vertex x+t (resp., x−t ). It can be easily checked that T
is an arborescence of H with cost 0.

Conversely, suppose now thatH contains an arborescence T rooted at r with cost 0,
and let us define a satisfying assignment of φ. Since for every i, j ∈ {4, 5, 6} with i 6= j
we have that cc(i, j) = 1, for every clause-vertex Cj exactly one of its incident edges
belongs to T . From the structure of H and from the fact that cc(1, 2) = 1, it follows
that in order for the tree T to span all vertices of H, for every i ∈ {1, . . . , n} either
the three edges {x`i , x

+
i }, {x

+
i , x

−
i }, {x

−
i , x

r
i } or the three edges {x`i , x

−
i }, {x

−
i , x

+
i },

{x+i , xri } belong to T . In the former case, we set variable xi to 1, and in the latter
case we set variable xi to 0. Since for every i ∈ {4, 5, 6} we have that cc(3, i) = 1, it
follows that for every clause-vertex Cj , its incident edge that belongs to T joins Cj
to a literal that is set to 1 by the constructed assignment. Hence, all clauses of φ are
satisfied by this assignment, concluding the proof of the theorem. �

Note that the above proof actually implies that MinCCA cannot be approximated
to any positive ratio on planar graphs in polynomial time, since an optimal solution
has cost 0. We do not know whether such a strong inapproximability result holds even
if we do not allow to use costs 0 among different colors.

In the next theorem we present a modification of the previous reduction showing
that the MinCCA problem remains hard even if the maximum degree of the input
planar graph is bounded.

Theorem 6. [?] The MinCCA problem is NP-hard on planar graphs even when re-
stricted to instances with at most 8 colors, maximum degree bounded by 4, and 0/1
symmetric costs.

4 Conclusions and further research

In this article we proved several hardness results for the MinCCA problem. In partic-
ular, we proved that the problem is W[1]-hard parameterized by treewidth on general
graphs, and that it is NP-hard on planar graphs, but we do not know whether it is
W[1]-hard parameterized by treewidth (or treedepth) on planar graphs.

On the other hand, we provided an FPT algorithm for a restricted version of tree-
cut width, and we proved that the problem is W[1]-hard on multigraphs parameterized
by tree-cut width. While we were not able to prove this W[1]-hardness result on graphs
without multiple edges, we believe that it is indeed the case.

Finally, it would be interesting to try to generalize our techniques to prove hardness
results or to provide efficient algorithms for other reload cost problems that have been
studied in the literature [6, 8, 10,19].
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A Proof of Claim 1

Recall that we assumed that there are k color classes, each with n vertices. Note that
there are

(
k
2

)
selector vertices and a root vertex r. Since each vertex of the form vi,`j is

replaced with a whole copy of the vertex set Vj , there are
(
k
2

)
+1n additional vertices.

Therefore, |V (H)| = (
(
k
2

)
+1)n+

(
k
2

)
+1. Moreover,

(
k
2

)
−k selector vertices do not have

any jumping edges; the neighborhood of such a selector vertex is exactly the vertices
corresponding to its neighbors on the simple path P described previously. Thus, the
number of edges incident to these vertices without jumping edges is (

(
k
2

)
− k)2n. For

each of the first k selector vertices, when we sum up its jumping edges and its edges
incident to the n vertices corresponding to its successor vertex on path P , we get at
most (k− 1)n edges because at most k− 1 edges incident to the corresponding vertex
remain on the Eulerian circuit. Together with its edges incident to the n vertices
corresponding to its predecessor vertex on path P , each of the first k selector vertices
has k2n incident edges. Since root vertex r is adjacent to the first occurrence of vertex
vj in P for 1 ≤ j ≤ k, kn edges are incident to vertex r. Hence, if we denote by deg(H)
the average degree of H, we get:

deg(H) =
2|E(H)|
|V (H)|

≤
kn+ k2n+ (

(
k
2

)
− k)2n

(
(
k
2

)
+ 1)n+

(
k
2

)
+ 1

=
8k(k − 1)

2k2 − 3k + 4
≤ 8.

B Proof of Theorem 4

As in Theorem 3, we reduce again from Multicolored k-Clique. Given an instance
(G, c, k) of Multicolored k-Clique with k odd, we proceed to construct an instance
(H,X, χ, r, cc) of MinCCA. The first steps of the construction resemble the ones of
Theorem 3. Namely, let F be the graph constructed in the proof of Theorem 3, and
let F ′ be the graph constructed from F as follows. We delete the last vertex of F ,
namely v3,01 , and all edges incident with the root r except the edge {r, v0,21 }. Finally,

for every vertex of F ′ of the form vi,j` (that is, a vertex that is neither the root nor a

selector vertex), let e1 and e2 be the two edges of the path P containing vi,j` , such that
e1 is to the left of e2. Then we contract the edge e2. This completes the construction
of F ′. Note that |V (F ′)| =

(
k
2

)
+ 1. Finally, in order to construct H, we proceed

as follows. For every edge e of F ′ which is not a jumping edge, let si,j be its right
endpoint. Then we replace e with a multiedge with multiplicity |Vi|, and we associate
each of these edges with a distinct vertex in Vi ⊆ V (G). These edges are called the
horizontal edges of H. On the other hand, for every 1 ≤ i ≤ k, and for every jumping
edge e whose left endpoint is the selector vertex si,i (mod k)+1, we replace e with a
multiedge with multiplicity |Vi|, and we subdivide each of these new edges once. Each
of these new vertices is associated with a distinct vertex in Vi ⊆ V (G). Let us call the
selector vertices of the form si,i (mod k)+1 special selector vertices. This completes the
construction of H. Note that, as in the proof of Theorem 3, the average degree of H
is also bounded by a constant (multiedges are counted with their multiplicity)

Claim 4. The tree-cut width of H is at most
(
k
2

)
+ 1.

Proof: We proceed to construct a tree-cut decomposition (T,X ) of H of width at
most

(
k
2

)
+ 1. Let T be a star with |V (H)| −

(
k
2

)
− 1 leaves rooted at its center. If t is
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the center of this star T , then the bag Xt contains the root of H together with the
(
k
2

)
selector vertices. If t is a leaf of T , then the bag Xt contains a single vertex, in such a
way that each of the remaining |V (H)| −

(
k
2

)
− 1 vertices of T is associated with one

of the leaves. For every leaf v ∈ V (T ), it holds that adh(t) = 2, as every vertex in H
that is neither the root nor a selector vertex has degree exactly 2. Also, for every leaf
t of T , clearly tor(t) ≤ 2, as |Xt| = 1 and t has degree 1 in T . Finally, if t the root of
T , then when considering the torso Ht, every vertex in a leaf-bag gets dissolved, as
each such vertex has exactly 2 neighbors in Xt. Therefore, tor(t) =

(
k
2

)
+ 1. ♦

We now proceed to describe the color palette X, the coloring function χ, and
the cost function cc, which altogether will encode the edges of G and will ensure the
desired properties of the reduction. For simplicity, as in the proof of Theorem 3, we
again associate a distinct color with every edge of H, and thus, it is enough to describe
the cost function cc for every ordered pair of incident edges of H. In this case, we will
use just two different costs: 0 and 1. For every ordered pair of incident edges e1, e2 of
H, we define

cc(e1, e2) =



0, if e1 = {x, si,j} and e2 = {si,j , y} are two horizontal edges
containing a selector vertex si,j , such that x is to the left
of y, and the vertex in Vi associated with e1 is adjacent in G
to the vertex in Vj associated with e2, or

if e1 = {x, si,i (mod k)+1} and e2 = {si,i (mod k)+1, x̂
′
i} are

such that si,i (mod k)+1 is a special selector vertex, edge e1
is horizontal and is associated with a vertex vi ∈ Vi, edge e2
arises from the subdivision of a jumping edge such that vertex
x̂′i is associated with a vertex v′i ∈ Vi with vi 6= v′i, or

if e1 = {x, si,j} and e2 = {si,j , x̂′i} with si,j being a selector
vertex that is not special, edge e1 is horizontal and is associated
with a vertex vi ∈ Vi, edge e2 arises from the subdivision of a
jumping edge such that vertex x̂′i is associated with a vertex
v′i ∈ Vi with vi = v′i.

1, otherwise.

The three different cases above where cc(e1, e2) = 1 are illustrated in Fig 9(a)-
(b)-(c), respectively. This completes the construction of (H,X, χ, r, cc), which can be
clearly performed in polynomial time. We now claim that H contains and arborescence
T rooted at r with cost 0 if and only if G contains a multicolored k-clique. Again, we
assume that any arborescence in H rooted at r contains forward and backward edges
defined in an unambiguous way.

Suppose first that G contains a multicolored k-clique with vertices v1, v2, . . . , vk,
where vi ∈ Vi for 1 ≤ i ≤ k. Then we define the edges of the spanning tree T of H
as follows. For each selector vertex si,j , 1 ≤ i, j ≤ k, we add to T its left horizontal
edge associated with the vertex vi that belongs to the clique. For every jumping edge
{si,i (mod k)+1, si,j} of T ′, for some 1 ≤ j ≤ k with j /∈ {i, i (mod k) + 1}, we do the
following. Note that this edge has given rise to |Vi| paths with two edges in H, and the
vertices of H in the middle of these paths, which we call inner vertices, are associated
with the vertices in Vi. Then we add to H a forward edge between si,i (mod k)+1 and
each inner vertex x̂ associated with a vertex in Vi distinct from the vertex vi that
belongs to the clique. Note that |Vi| − 1 edges are added to H in this way. Finally, we
add a backward edge between si,j and the inner vertex x̂ associated with the vertex
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vi ∈ Vi that belongs to the clique. By the definition of the cost function and using the
fact that the vertices v1, v2, . . . , vk are pairwise adjacent in G, it can be easily checked
that cc(T, r) = 0, as we wanted to prove.

Conversely, suppose now that H has an arborescence T rooted at r with cost 0.
Clearly, all costs incurred by the edges in T are necessarily 0. Since the cost incurred
by the two edges incident with every inner vertex is equal to 1, necessarily T contains
a path Q starting at the root r and containing all

(
k
2

)
selector vertices. Let si,j be an

arbitrary selector vertex distinct from the last one, and let ei and ej be its left and
right incident horizontal edges in Q, respectively. Since cc(e1, e2) = 0, necessarily the
vertex vi ∈ Vi associated with ei is adjacent in G to the vertex vj ∈ Vj associated
with ej . We say that the selector vertex si,j has selected the vertex vi. Our objective
is to prove that these selections are coherent, in the sense that if two distinct selector
vertices si,j and si,` have selected vertices vi and v′i in Vi, respectively, then vi = v′i.
This property will be guaranteed by how the inner vertices are covered by H, as we
proceed to prove.

By construction of H, each such inner vertex x̂ is adjacent to a special selector
vertex, say si,i+1, and to another selector vertex that is not special, say si,j . Let
e1 = {si,i+1, x̂} and let e2 = {x̂, si,j}. Note that either e1 or e2 belong to T , but not
both, as otherwise these two edges would close a cycle with the path Q. Let also ei
(resp., e′i) be the edge that is to the left of si,i+1 (resp., si,j) in Q; see Fig 9(d) for an
illustration. Note that ei (resp., e′i) is associated with a vertex vi ∈ Vi (resp., v′i ∈ Vi),
and similarly vertex x̂ is associated with another vertex v′′i ∈ Vi. We distinguish two
cases. Assume first that vi = v′′i . In this case, by the definition of the cost function
we have that cc(ei, e1) = 1, so e1 cannot belong to T , implying that e2 belongs to T ,
which is possible only if cc(e′i, e2) = 1, and this is true if and only if v′i = vi. This
implies that the selections made by the selection vertices are coherent, as we wanted
to prove. Otherwise, we have that vi 6= v′′i . By the definition of the cost function, it
holds that cc(e′i, e2) = 1, and therefore, as we assume that cc(T, r) = 0, necessarily e1
belongs to T , which is indeed possible as cc(ei, e1) = 0 because vi 6= v′′i .

By the above discussion, it follows that for each 1 ≤ i ≤ k, all selector vertices
of the form si,j , for every 1 ≤ j ≤ k, i 6= j, have selected the same vertex vi ∈ Vi.
Furthermore, for every 1 ≤ i, j ≤ k, i 6= j, it holds that {vi, vj} ∈ E(G). That is,
the selected vertices v1, v2, . . . , vk induce a multicolored k-clique in G, concluding the
proof of the theorem.

C Proof of Theorem 6

The reduction follows closely the one of Theorem 5. Given a monotone rectilinear rep-
resentation of a planar monotone 3-sat instance φ, we build an instance (H,X, χ, r, f)
of MinCCA as follows. We denote the variable-vertices of Gφ as {x1, . . . , xn} and the
clause-vertices of Gφ as {C1, . . . , Cm}. Without loss of generality, we assume that the
variable-vertices appear in the order x1, . . . , xn. For every variable-vertex xi of Gφ,
we add to H a gadget consisting of four vertices x`i , x

r
i , x

+
i , x

−
i and five edges {x`i , x

+
i },

{x+i , xri }, {xri , x
−
i }, {x

−
i , x

`
i}, {x

+
i , x

−
i }. We add to H a new vertex r, which we set

as the root, and we add the edge {r, x`1}. Let C+i be the set of clauses that variable i
appears positively and let C−i be the set of clauses that variable i appears negatively.
For every i ∈ {1, . . . , n} and for every clause j ∈

{
1, . . . , |C+i |

}
, we add vertices x+ij

and xr+ij . Likewise, for every i ∈ {1, . . . , n} and for every clause j ∈
{

1, . . . , |C−i |
}

, we

add vertices x−ij and xr−ij . Moreover, for every i ∈ {1, . . . , n−1}, we add a vertex x′i as
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well as the edges {xri , x′i} and
{
x′i, x

l
i+1

}
. We proceed our construction by adding for

every i ∈ {1, . . . , n} and j ∈
{

1, . . . , |C+i |
}

the edges
{
x+i , x

+
ij

}
,
{
xri , x

r+
ij

}
,
{
x+ij , x

r+
ij

}
,{

x+ij , Cj
}

and for every j ∈
{

1, . . . , |C−i |
}

the edges
{
x−i , x

−
ij

}
,
{
x
′

i, x
r−
ij

}
,
{
x−ij , x

r−
ij

}
,{

x−ij , Cj
}

. Subsequently, for every i ∈ {1, . . . , n} and j ∈
{

1, . . . , |C+i | − 1
}

we add the

edges
{
x+ij , x

+
i(j+1)

}
,
{
xr+ij , x

r+
i(j+1)

}
, and for every j ∈

{
1, . . . , |C−i | − 1

}
we add the

edges
{
x−ij , x

−
i(j+1)

}
,
{
xr−ij , x

r−
i(j+1)

}
. Note that the maximum degree of H is indeed

4. An example of this construction can be found in Fig 10.

We define the color palette as X = {1, 2, 3, 4, 5, 6, 7, 8}. Let us now describe the
edge coloring function χ. For every clause vertex, we arbitrarily color its three in-
cident edges with colors {4, 5, 6} so that each incident edge gets a different color.
For every i ∈ {1, . . . , n}, we define χ({x`i , x

+
i }) = χ({xri , x

−
i }) = 1, χ({x+i , xri }) =

χ({x−i , x`i}) = 2, and χ({x+i , x
−
i }) = 3. We set χ({r, x`1}) = 4 and for every i ∈

{1, . . . , n − 1}, χ({xri , x
′

i) = χ(x
′

i, x
l
i+1) = 4. For every j ∈

{
1, . . . , |C+i | − 1

}
, we set

χ(x+ij , x
+
i(j+1)) = 7 and χ(xr+ij , x

r+
i(j+1)) = 8. Likewise, for every j ∈

{
1, . . . , |C−i | − 1

}
,

we set χ(x−ij , x
−
i(j+1)) = 7 and χ(xr−ij , x

r−
i(j+1)) = 8. For every i ∈ {1, . . . , n} and

j ∈
{

1, . . . , |C+i |
}

, we set χ(x+ij , x
r+
ij ) = χ(xri , x

r+
ij ) = 8, χ(x+i , x

+
ij) = 7 and for every

j ∈
{

1, . . . , |C−i |
}

we set χ(x
′

i, x
r−
ij ) = χ(x−ij , x

r−
ij ) = 8, χ(x−i , x

−
ij) = 7. The function χ

is also depicted in Fig. 10. Finally, we define the cost function cc as follows: for every
i ∈ {1, 2, 3, 4, 5, 6, 7, 8}, we set cc(i, i) = 0, cc(1, 2) = 1 and cc(1, 3) = cc(2, 3) = 0.
For every i, j ∈ {4, 5, 6} with i 6= j we set cc(i, j) = 1. For all i ∈ {1, 2, 3, 4, 5, 6},
cc(8, i) = 0, whereas cc(1, 8) = cc(2, 8) = 0 and cc(7, 8) = cc(8, 7) = 1. Moreover,
cc(1, 4) = cc(2, 4) = 0 and for all i ∈ {4, 5, 6} we set cc(8, i) = cc(i, 8) = 0 and
cc(7, i) = cc(i, 7) = 1.

We now claim that H contains an arborescence T rooted at r with cost 0 if and
only if the formula φ is satisfiable.

Suppose first that φ is satisfiable, and we proceed to define an arborescence T
rooted at r with cost 0. T contains the edge {r, x`1} and, for every i ∈ {1, . . . , n− 1},
the edges

{
xri , x

′

i

}
and

{
x
′

i, x
`
i+1

}
. For every i ∈ {1, . . . , n}, if variable xi is set to

1 in the satisfying assignment of φ, we add to T the edges {x`i , x
+
i }, {x

+
i , x

−
i }, and

{x−i , xri }. Otherwise, if variable xi is set to 0 in the satisfying assignment of φ, we add
to T the edges {x`i , x

−
i }, {x

−
i , x

+
i }, and {x+i , xri }. For every i ∈ {1, . . . , n}, if variable xi

is set to 1 in the satisfying assignment of φ, then for every j ∈
{

1, . . . , |C+
i |
}

we add to

T the edges
{
xri , x

r+
ij

}
,
{
xr+ij , x

+
ij

}
,
{
x+ij , Cj

}
(note that for each clause Cj we add only

one such edge), for every j ∈
{

1, . . . , |C+
i | − 1

}
we add to T the edges

{
xr+ij , x

r+
i(j+1)

}
,

for every j ∈
{

1, . . . , |C−i |
}

we add to T the edges
{
x−i , x

−
ij

}
,
{
x
′

i, x
r−
ij

}
, and for

every j ∈
{

1, . . . , |C−i | − 1
}

we add to T the edges
{
xr−ij , x

r−
i(j+1)

}
,
{
x−ij , x

−
i(j+1)

}
. For

every i ∈ {1, . . . , n}, if variable xi is set to 0 in the satisfying assignment of φ, then
for every j ∈

{
1, . . . , |C+

i |
}

we add to T the edges
{
xri , x

r+
ij

}
,
{
x+i , x

+
ij

}
, for every

j ∈
{

1, . . . , |C+
i | − 1

}
we add to T the edges

{
xr+ij , x

r+
i(j+1)

}
,
{
x+ij , x

+
i(j+1)

}
, for every

j ∈
{

1, . . . , |C−i |
}

we add to T the edges
{
x
′

i, x
r−
ij

}
,
{
xr−ij , x

−
ij

}
,
{
x−ij , Cj

}
(note that

for each clause Cj we add only one such edge), and for every j ∈
{

1, . . . , |C−i | − 1
}

we add to T the edges
{
xr−ij , x

r−
i(j+1)

}
.
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Conversely, suppose now that H contains an arborescence T rooted at r with cost
at most 0 and let us define a satisfying assignment of φ. Since for every i, j ∈ {4, 5, 6}
with i 6= j we have that cc(i, j) = 1, for every clause-vertex Cj exactly one of its
incident edges belongs to T . Since cc(i, 8) = 0 and cc(i, 7) = 1 for all i ∈ {4, 5, 6}, we
have that if

{
x+ij , Cj

}
belongs to T , then

{
x+ij , x

r+
ij

}
,
{
xr+ij , x

r
i

}
, and all other edges

with color 8 in the gadget corresponding to C+
i belong to T . Due to the same reasons,

if
{
x−ij , Cj

}
belongs to T , then

{
x−ij , x

r−
ij

}
,
{
xr−ij , x

′

i

}
, and all edges with color 8 in the

gadget corresponding to C−i belong to T . From the structure of H and from the fact
that cc(1, 2) = 1, it follows that in order for the tree T to span all vertices of H, for
every i ∈ {1, . . . , n} either the three edges {x`i , x

+
i }, {x

+
i , x

−
i }, {x

−
i , x

r
i } or the three

edges {x`i , x
−
i }, {x

−
i , x

+
i }, {x

+
i , x

r
i } belong to T . In the former case, we set variable

xi to 1, and in the latter case we set variable xi to 0. Since for every i ∈ {4, 5, 6}
we have that cc(7, i) = 1, it follows that for every clause-vertex Cj , its incident edge
that belongs to T joins Cj to a literal that is set to 1 by the constructed assignment.
Hence, all clauses of φ are satisfied by this assignment, concluding the proof of the
theorem.

D FPT algorithm for star tree-cut width

We have shown in Theorem 4 that the MinCCA problem is W[1]-hard on multigraphs
when parameterized by tree-cut width. In this section we present an FPT algorithm
for a restricted version of this parameter. Besides of being the first FPT algorithm for
the problem (except for the one given in [14] parameterized by the treewidth and the
maximum degree of the input graph), it provides us with the insight on the source of
the problem’s hardness.

Before stating the main result of this section, we introduce some preliminaries and
notation used in this section. Given a graph G, a subset U of its vertices, and a subset
F of its edges we denote by G[U ∪ F ] the graph induced by these vertices and edges,
that is obtained by adding to G[U ] the edges of F and their endpoints. Formally,
G[U ∪ F ] := (U ∪ V (F ), F ∪ E(G) ∩ U × U).

Definition 1. For a node t of a given tree-cut decomposition of a graph G, and
two distinct vertices u, v of Xt, let Bu,vt be the set of children t′ ∈ Bt such that
N(Yt′) = {u, v}. Ĝt is the multigraph obtained by augmenting G[Xt] with a red edge
uv for every t′ ∈ Bu,vt . A star tree-cut decomposition is is a tree-decomposition where
Ĝt is the disjoint union of stars, for every node t of the decomposition. The star
tree-cut width of G is the smallest number k ≥ tcw(G) such that every tree-cut
decomposition of width at most k is a star tree-cut decomposition whenever such a k
exists and n otherwise.

We would like to stress that the above definition is somehow artificial, and we do
not aim at claiming any practical application of it. The objective of the next theorem is
to show that bounded tree-cut width is “almost” enough to provide an FPT algorithm
for MinCCA, in the sense that if one imposes just a limited dependency among thin
nodes (this is exactly what the ‘star’ condition is about), then an FPT algorithm is
possible. It may look clear to the reader that we were looking for an FPT algorithm
with parameter tree-cut width until we were able to prove Theorem 4; nevertheless,
we still think that the ideas behind the proof of Theorem 7 are interesting.
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Theorem 7. The MinCCA problem is FPT parameterized by the star tree-cut width
of the input graph.

Proof: Let (G,X, χ, r, f) be an instance of MinCCA with |V (G)| = n and such that
tcw(G) ≤ k. We first compute, using Theorem 1, a tree-cut decomposition G of width

at most 2k, in time 2O(k2 log k) · n2. Then, using Theorem 2 we transform it to a nice
tree-cut decomposition (T,X ) of width at most 2k, in time O(n3). In order to simplify
the formulation, we add to G a new vertex r′ and an edge {r, r′}. We also add a node
tr′ adjacent to the unique node tr of T whose bag contains r. We root T at this new
node tr′ . Observe that the width of (T,X ) is not affected by this transformation. We
color the edge {r, r′} with a new color x̂ that does not incur any traversal cost, i.e.
f(x, x̂) = f(x̂, x) = 0 for every x ∈ X. Then, there is a one to one correspondence
with the solutions of the original instance and the solutions of the modified instance.
Moreover, the corresponding solutions have the same cost.

Following the general approach introduced in [11], we aim to define a data structure
Dt at each node t of T . The dynamic programming algorithm will perform a bottom-
up traversal of T , and at each node t of T different than tr′ it will compute the table
Dt. Finally, we will extract an optimal solution from the table Dtr . Since our goal is to
find a spanning tree of G, we have to analyze how such a spanning tree is decomposed
by the tree-cut decomposition (T,X ).

A partial orientation of a set of edges is an orientation of a subset of it. Given
a partial orientation Φ of cut(t), we denote by Φ+ (resp., Φ−) the set of edges in
cut(t) that are oriented toward (resp., outward) Yt. In our algorithm, the set Φ will
correspond to the set of edges in cut(t) that belong to the solution. We denote by
V (Φ+) (resp. V (Φ−)) the endpoints of the edges of Φ+ (resp.,Φ−) in Yt.

Let Ft be a rooted forest of G[Yt∪cut(t)] spanning all vertices in Yt. The set of arcs
E(Ft)∩ cut(t) is a partial orientation Φ of cut(t). We say that Ft induces Φ on cut(t),
or simply that Ft induces Φ whenever cut(t) is clear from the context. We denote this
by Ft ⇒ Φ. Ft is a good forest if it has no sinks in Yt. We note that a solution of the
MinCCA problem, being a spanning tree rooted at r′, induces a good forest on Yt.

Let t be a node of T different than tr′ , Ft a good forest that induces some partial
orientation Φt on cut(t). Since Ft does not have sinks in Yt, every vertex of Yt has a
directed path to a sink of Ft. For every vertex v ∈ Xt the path from v to its associated
sink in Ft contains at least one edge in Φ−t . We now define a function ϕt : Φ+

t → Φ−t
that we will term as the partition of Φt induced by Ft. For every edge e ∈ Φ+

t , ϕt(e)
is the first edge of Φ−t on the path from e to r′. We also say that Ft induces the
pair (Φt, ϕt). Clearly, a partition of Φt is equivalent to a forest on V (Φ+

t ) ∪ V (Φ−t )
consisting of stars where the vertices of V (Φ−t ) are the centers of the stars and the
vertices of V (Φ+

t ) are the leaves.
At this point now ready to define the tables that we will use in our dynamic

programming algorithm. At each node t of (T,X ), our table Dt will store, for every
partial orientation Φt of cut(t) and every function ϕt : Φ+

t → Φ−t , the minimum
cost of a forest inducing (Φt, ϕt), which we denote by c(Φt, ϕt). Note that |Dt| ≤
32k · (2k)2k = 2O(k log k). We note that cut(tr) = {{r, r′}}, thus every spanning tree
rooted at r′ induces the partial orientation Φr that orients {r, r′} from r to r′, i.e.
Φ−r = {{r, r′}}. Since Φ+

r = ∅, then every spanning tree induces the empty partition.
Therefore, the optimum of the instance is equal to the value c(Φr, ∅) in Dtr .

We now proceed to describe how the values c(Φ,ϕ) can be recursively computed in
a bottom-up way. Assume first that t is a leaf of T , and fix a partial orientation Φt of
cut(t). Let Ft be a good forest of t that induces Φt. The forest Ft can be constructed
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by an appropriate choice of a parent from Xt \ V (Φ+
t ) to each vertex of Xt \ V (Φ−t ).

We iterate over all such choices (at most (2k)2k in number), and for each choice we a)
verify in O(k) time, that the choice Ft is indeed a forest, by comparing the number
of connected components of Ft to

∣∣Φ−t ∣∣, b) compute in O(k) time the cost rc(Ft) of
Ft and finally set c(Φt, ϕt) = min {c(Φt, ϕt), rc(Ft)} in Dt where ϕt is the partition
induced by Ft. That is,

c(Φt, ϕt) = min {rc(Ft) | Ft ⇒ (Φt, ϕt)} .

The crucial part of the algorithm is how to perform the inductive step. That is,
assuming that the tables for all the children of a node t of (T,X ) have been already
computed, we have to show that the table at node t can be computed in FPT-time.
Consult Fig. 11 for the following discussion. Let t be a non-leaf node of T , and Ft be
a forest of G[Yt ∪ cut(t)]. Ft induces

– a partial orientation Φt of cut(t),
– a partial orientation Φ of δ(Xt),
– a partition ϕt : Φ+

t → Φ−t ,
– a forest F of G[Xt ∪ δ(Xt)], and
– for every child node t′ of t
• a forest Ft′ of G[Yt′ ∪ cut(t′)],
• a partial orientation Φt′ of cut(t′),
• a partition ϕt′ : Φ+

t′ → Φ−t′ .

Therefore, we proceed as follows:

– Guess a partial orientation Φt among the 32k = 2O(k) partial orientations of cut(t).
– Guess a partial orientation Φ̂ of ∪t′∈At

cut(t′)\cut(t). Note that, since |Ak| ≤ 4k+1
by Equation (1), the number of possibilities is at most 3(4k+1)2k = 2O(k log k).

– Φt ∪ Φ̂ induces a partial orientation Φ of δ(Xt) and partial a orientation Φt′ for
every t′ ∈ At.

– For every t′ ∈ At guess a function ϕt′ : Φ+
t′ → Φ−t′ . Note that the number of

possible guesses is at most ((2k)2k)4k+1 = 2O(k2 log k).
– Guess a forest F of G[Xt, δ(Xt)] that induces Φ by choosing a parent for each

vertex of Xt \ V (Φ−) and counting the number of connected components. The
number of possible guesses is at most (2k)2k = 2O(k log k).

– Verify that F̂ = F ∪ (∪t′∈At
(Φt′ ∪ ϕt′)) is a good forest.

– Let ϕt be the partition that F̂ induces on Φt.

First, we assume for simplicity that Bt = ∅. It is important to note that Ft
induces both F and (Φt, ϕt) if and only if Ft = F ∪ (∪t′∈At

Ft′) where each forest Ft′

induces (Φt′ , φt′) on cut(t′). Moreover, rc(Ft) = rc(F )+
∑
t′∈At

rc(Ft′). Therefore, the
minimum cost forest Ft that can be obtained by this set of guesses is

ĉ = rc(F ) +
∑
t′∈At

c(Φt′ , ϕt′). (2)

Finally, we set c(Φt, ϕt) = min {c(Φt, ϕt), ĉ} in the table Dt.
To this end, our algorithm is to iterate over all guesses above, for each valid guess

to compute its cost ĉ and to store for each pair (Φt, ϕt) the smallest value ĉ associated

with this pair. We note that the number of guesses is at most 2O(k2 log k), and that
the computations involved in each guess can be performed in polynomial time.
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It remains to deal with the children of t in the set Bt, which can be arbitrarily
many (that is, not necessarily bounded by a function of k). Recall that for every
such child t′ ∈ Bt, it holds that adh(t′) ≤ 2 and that N(Yt′) ⊆ Xt. Since we can
assume that G is connected, we have that adh(t′) ≥ 1 for every child t′ ∈ Bt. Let
t′ ∈ Bt such that adh(t′) = 1, and let cut(t′) = {et′}. Clearly, the edge et′ belongs
to any arborescence spanning G, in particular to Ft. In other words the only partial
orientation to be considered for cut(t′) is Φ−t′ = {et′} and the only possible partition
is ∅. It is sufficient to add the term c(Φ−t′ , ∅) to the right hand side of Equation (2).

We now consider t′ ∈ Bt with adh(t′) = 2. Assume that t′ is such that both edges
in cut(t′), say e1 and e2, are incident to the same vertex v in Xt. Clearly, none of e1
and e2 can be oriented towards Xt, and therefore there are only three potential partial
orientations of cut(t′) that can possibly be induced by Ft are Φ−t′,1 = {e1}, Φ−t′,2 = {e2},
or Φ−t′,3 = {e1, e2}, and Φ+

t′,1 = Φ+
t′,2 = Φ+

t′,3 = ∅. Thus ϕt′,1 = ϕt′,2 = ϕt′,3 = ∅. Let

ev be the edge leading v to its parent in F̂ . Then, for i ∈ [3] the i-th possibility
contributes the value c(Φt′,i, ∅) +

∑
ei∈Φ−t′,i

f(ev, ei). Therefore, we add to the right

hand side of Equation (2) the term

min{c(Φt′,i, ∅) +
∑

ei∈Φ−t′,i

f(ev, ei)| 1 ≤ i ≤ 3}.

To this end our algorithm remains intact, except the computation of ĉ for each
guess that now contains additional terms. We remain with the case that the two
edges of cut(t′) are incident to two distinct vertices u, v of Xt. Recall that in this case
t′ ∈ Bu,vt (the node t′5 in Fig. 11 is an example of such a node).

Let cut(t′) = {e1, e2} where e1 = {u, u′} and e2 = {v, v′} (note that possibly
u′ = v′). In this case there are five potential partial orientations of cut(t′) that Ft can
possibly induce, namely the partial orientations Φt′,1, Φt′,2, Φt′,3 as in the previous
case, and two partial orientations Φt′,uv and Φt′,vu that orient one edge towards Yt
and the other towards Xt. For each one of the last two cases there is exactly one
possible partition: ϕt′,uv and ϕt′,vu, respectively. We consider two cases.

– Ft′ induces (Φt′,i, ϕt′,i) for some i ∈ [3]: In this case we can choose the best value
for i as we did before.

– Ft′ induces (Φt′,uv, ϕt′,uv) where Φt′,uv orients e1 from u to u′ and e2 from v′ to
v: We will modify Ft to obtain another ”equivalent” forest which does not span
Yt′ but contains edges that not present in G. We remove Ft′ from Ft and replace
it by a simulating arc êt′,uv from u to v. Furthermore, we assign to this arc a
weight w(êt′,uv) = ct′(Φt′,uv, ϕt′,uv) that corresponds to the cost of traversing the
entire tree Ft′ (starting from its root u and ending at the leaves including v),
i.e., c(Φt′,uv, ϕt′,uv). In order to simulate the two traversal costs at the vertices
u and v, we assign to êt′,uv a unique color xt′,uv such that the cost of entering
(resp., leaving) this edge is equal to the cost of entering e1 (resp., e2). That is,
f(x, xt′,uv) = f(x, χ(e1)) and f(xt′,uv, x) = f(χ(e2), x) for every color x ∈ X. Let

F̂t be the forest obtained by repeating this transformation for every pair u, v and
every Ft′ that induces one of (Φt′,uv, ϕt′,uv), (Φt′,vu, ϕt′,vu). By the construction,

we have that rc(Ft) = rc(F̂t) + w(F̂t). Note that the simulating arcs correspond
to the red edges of Ĝt.

Therefore, it would be sufficient to modify the way F is guessed so that it allows F
to contain red edges of Ĝt. However, since the number of these edges is not bounded
by a function of k, this would not imply an FPT.



Parameterized complexity of the MINCCA problem 21

To cure this problem, we define
ˆ̂
Gt as the multi-graph obtained from Ĝt by re-

placing every set of parallel red edges by one red edge. We also allow F to contain a

red edge of
ˆ̂
Gt. Since the number of edges of

ˆ̂
Gt is bounded by a function of k, the

number of choices for F remains a function of k. In the sequel, our goal is to find the
best forest Ft that induces F and all the guessed values. In other words we want to
find a) a red edge of Ĝt for each red edge of F , and b) for every other red edge of Ĝt
to decide upon one of the possible partial orientations.

In the sequel we show how to make these decisions (namely a) and b) above) using
a dynamic programming algorithm that performs a bottom-up traversal of F . We first

make the following simplifying assumption: every red edge of
ˆ̂
G is in F . For v ∈ Xt,

let Ft,v be the subtree of Ft rooted at v. Let e = (u, v) be an arc of F , and ê be any

edge of Ĝ between u and v. We denote by Ft,ê the tree consisting of Ft,v and the arc ê.
We discard costs incurred by traversals in vertices in subtrees Yt′ since they are fixed
by the current set of guesses. We compute in a bottom-up fashion the values OPTF (ê)
that denote the minimum cost of the subtree Ft,ê among all trees Ft that agree with
the current set of guesses. Note that for a node t′ ∈ Bu,vt , once the inbound edges of
u and v are fixed, we can decide on the best partial orientation Φt′ by comparing the
three possible values.

If v is a leaf of F then Ft,ê contains at most on type a) red edge, namely ê, and
no other red edges, by our assumption. Therefore, OPTF (ê) can be computed by
summing up the traversal costs between ê and all the edges of Φ̂ oriented from v
outside. If v is not a leaf of F , let e1, . . . , e` be the arcs from v to its children. For
each such arc ej we have to choose exactly one arc êj of Ĝ. The crucial point is that
these choices can be made independently of each other. For every possible choice for
êj we compute the cost incurred by traversing v from ê to êj and for each arc êj′ 6= êj
we add the minimum among the three possible costs. Note that these costs can be
computed since the two edges incident to êj′ are known (namely ê and êj) at this
point. We choose the arc êj that leads to the smallest cost, and we repeat this for
every edge ej and sum up the costs.

Finally, it remains to relax the simplifying assumption, i.e. to handle the edges of
ˆ̂
G that are not in F . Let ê = u be an edge of Ĝ that corresponds to such an edge.
There are only three possible ways to traverse the subtree corresponding to ê, in order
to choose the best one we have to know the edges eu, ev of Ft leading u and v to their
parents, respectively. Since the red edges of Ĝ constitute a union of stars, at least one
of eu, ev is not red, therefore its color is known. Then, the cost of ê depends only on the
choice of one (red) edge. We can modify the above dynamic programming algorithm
so that the cost of each such edge is associated with the red edge in F incident to it.
If no such edge exists, then the cost of ê is constant for the current choice of F . �
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E Figures

Fig. 2. Construction in the proof of Theorem 3: The complete graph Kk and an
Eulerian circuit W in Kk starting with v1, v2, . . . , vk, v1 and ending with v3, v1. A
k-colored graph G is also illustrated.

Fig. 3. Construction in the proof of Theorem 3: A left-to-right representation of the
Eulerian circuit W .

Fig. 4. Construction in the proof of Theorem 3: Path P on 2
(
k
2

)
+2 vertices. Selection

vertices are depicted by squares.

Fig. 5. Construction in the proof of Theorem 3: Graph F .
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Fig. 6. Construction in the proof of Theorem 3: Graph H and a solution arborescence
T drawn in green.

Variable-vertices

Positive clause-vertices
𝐶1 = (𝑥1 ∨ 𝑥2 ∨ 𝑥3)
𝐶2 = (𝑥3 ∨ 𝑥4 ∨ 𝑥5)

Negative clause-vertices
𝐶3 = (𝑥1 ∨ 𝑥2 ∨ 𝑥3)
𝐶4 = (𝑥3 ∨ 𝑥4 ∨ 𝑥5)

𝑥1 𝑥2 𝑥3 𝑥4 𝑥5

𝐶1 𝐶2

𝐶3 𝐶4

Fig. 7. A planar monotone rectilinear 3-sat instance.
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Fig. 8. The graph H constructed in the proof of Theorem 5, together with the edge-
coloring function χ (in green).

𝑠𝑖 ,𝑗

𝑒1 𝑒2

(a)

𝑠𝑖 ,𝑖+1

𝑒1

𝑒2

(b)

𝑥

ො𝑥𝑖
′𝑣𝑖

𝑣𝑖
′

𝑠𝑖 ,𝑗

𝑒1

𝑒2

(c)

𝑥

ො𝑥𝑖
′

𝑣𝑖

𝑣𝑖
′

𝑠𝑖 ,𝑖+1

𝑒𝑖

𝑒2

(d)

𝑥

𝑣𝑖

𝑣𝑖
′

𝑒1

𝑠𝑖 ,𝑗

ො𝑥

𝑣𝑖
′′

𝑒𝑖
′

Fig. 9. (a)-(b)-(c) The three cases where cc(e1, e2) = 1 in the proof of Theorem 4. (d)
Construction in the proof. The red vertices in the figure correspond to the vertices in
Vi that are associated with the corresponding edges or vertices of H.
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Fig. 10. The graph H constructed in the proof of Theorem 6, together with the
edge-coloring function χ. Note that the maximum degree of H is 4.
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Fig. 11. The decomposition of a forest Ft associated with a node t of a tree-cut
decomposition in the proof of Theorem 7.
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