Nonlinear guidance and fuzzy control for
three-dimensional path following of an underactuated
autonomous underwater vehicle
Caoyang Yu, Xianbo Xiang, Lionel Lapierre, Qin Zhang

To cite this version:
Caoyang Yu, Xianbo Xiang, Lionel Lapierre, Qin Zhang. Nonlinear guidance and fuzzy control for

HAL Id: lirmm-01904325
https://hal-lirmm.ccsd.cnrs.fr/lirmm-01904325
Submitted on 24 Oct 2018

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
Nonlinear guidance and fuzzy control for three-dimensional path following of an underactuated autonomous underwater vehicle

Caoyang Yu a, Xianbo Xiang a,*, Lionel Lapierre b, Qin Zhang c

a School of Naval Architecture and Ocean Engineering, Huazhong University of Science and Technology, 1037, Luoyu Road, Wuhan 430074, China
b Department of Robotics, CNRS-LIRMM-UMII, UMR 5506-CC 477, 161 rue Ada, 34392 Montpellier Cedex 5, France
c School of Naval Architecture and Ocean Engineering, Huazhong University of Science and Technology, 1037, Luoyu Road, Wuhan 430074, China

ARTICLE INFO

Keywords:
- Autonomous underwater vehicles
- Path following
- Guidance and control
- Nonlinear fuzzy control
- Sensitivity analysis

ABSTRACT

This paper proposes a simplified nonlinear fuzzy controller integrating an improved three-dimensional (3D) guidance law, in order to address the problem of path following for an underactuated autonomous underwater vehicle (AUV) exposed to unknown environmental disturbances. First, an improved 3D line-of-sight guidance law that makes full use of the essentially equivalent coordinate transformation is derived to transform 3D path following position errors into controlled guidance speeds, which also reduces the path following system form second-order to first-order. The side-slip angle and angle of attack are integrated into 3D guidance design to account for the underactuated configuration in sway and heave. Second, a nonlinear single-input fuzzy controller is designed to reduce computation complexity resulting from square rules in a double-input fuzzy controller, and to force the steerable speeds of an AUV to attain their guidance profiles. Subsequently, sensitivity analysis is adopted to suggest that the nonlinear fuzzy design with the convergent distribution and small slope for the single input have better robustness against unknown disturbances than the linear design. Finally, numerical examples with quantitative comparison are provided to illustrate the performance of the nonlinear single-input fuzzy controller for 3D path following of an underactuated AUV exposed to unknown environmental disturbances.

1. Introduction

Autonomous underwater vehicles (AUVs) are increasingly being used in the scientific, commercial, military, and policy sectors, such as underwater intervention (Zhang et al., 2015), monitoring and inspection (Xiang et al., 2010), target tracking (Shojaei and Dolatshahi, 2017), and sampling and patrolling (Zhang et al., 2007; Xiang et al., 2015a), etc. In order to accomplish diverse underwater tasks, it is desirable to automatically steer an AUV along a predefined path. Yet, most of AUVs equipped with two pairs of rudders and a stern propeller, such as REMUS 6000 and HUGIN 1000, cannot independently generate lateral and vertical control forces, which belong to a kind of underactuated systems with more degrees of freedom to be controlled than the number of independent control inputs and suffer from non-integrable second-order nonholonomic constraints (Yi et al., 2016; Xiang et al., 2016a). In addition, the AUV itself has the highly coupled dynamics and positive buoyancy (Zhu et al., 2017; Tanakitkorn et al., 2017), and it is persistently subjected to drift effects included by unpredictable environmental disturbances including the wind, waves and currents (Liang et al., 2017; Gao et al., 2016; Peng et al., 2015; Miao et al., 2017a). Hence, the motion control of an underactuated AUV is a difficult task and attracts the attention of numerous researchers worldwide (Xiang et al., 2017c).

The basic motion tasks of autonomous vehicles including mobile wheeled robots (MWRs), unmanned surface vehicles (USVs), remotely operated vehicles (ROVs) and AUVs are classified as trajectory tracking and path following (Do, 2016; Fossen et al., 2015; Wang et al., 2017a, Chu et al., 2017a; Zhang et al., 2013; Chu et al., 2017b). In the trajectory tracking task, the vehicle must reach a specific point at a pre-assigned time instant. Hence, it inherently integrates space and time assignments into single assignment (Chu et al., 2017a; Qiao and Zhang, 2017; Wang et al., 2015, 2017b; Xiang et al., 2017d). While path following is to ensure the vehicle to reach and follow a desired Cartesian path, starting from a given initial configuration. For this task, it involves the separate construction of the geometric path and the dynamic assignment, namely emphasizing spatial convergence as a primary task, while considering the dynamic aspect to be of secondary importance. In this sense, path following represents a more flexible alternative compared to trajectory tracking (Breivik and Fossen, 2005a; Zheng et al., 2017a).
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There have been various efforts to develop intelligent controllers for path following control of an AUV in two-dimensional (2D) horizontal or vertical plane, such as feedback linearizing controller (Xiang et al., 2016b), backstepping controller (Lapierre and Soetanto, 2007; Xiang et al., 2015b), fuzzy controller (Guo et al., 2003), sliding mode controller (Chen et al., 2016), neural network controller (Peng et al., 2017a) and so on. These works consider unknown environmental disturbances, model uncertainty, and smooth transition of different configurations. Similar research methods can be found in path following and trajectory tracking control of MWRs, USVs and ROVs moving in the horizontal plane (Peng et al., 2013, 2017b; Chen and Tian, 2015; Wang et al., 2017c; Zheng et al., 2017b).

In fact, it is difficult to design an AUV path following controller from 2D decoupled control to three-dimensional (3D) coupled control (Cui et al., 2016; Zheng et al., 2017c; Xiang et al., 2017a). To the best of our knowledge, there have been few studies concerning 3D path following problem for an underactuated AUV exposed to environmental disturbances. A nonlinear 3D path following controller for an underactuated AUV was first proposed in (Encarnacao and Pascoal, 2000), while the singularity existed. This limitation was partially removed by introducing a virtual target point on the path in (Breivik and Fossen, 2005b), where another contribution was to first define line-of-sight (LOS) guidance angles in 3D space in order to achieve path following. Subsequently, many researchers followed and improved this LOS guidance law in kinematics and adopt multifarious intelligent controllers in dynamics to achieve path following control (Caharija et al., 2016; Miao et al., 2017b; Peymani and Fossen, 2015). More precisely, in Peymani and Fossen (2015), the virtually constrained motion control method was introduced and the fundamental principles of Lagrange mechanics were used to derive control laws. In Caharija et al. (2016), a cascaded framework composed of integral LOS guidance and a feedback linearizing proportional-derivative controller was developed for underactuated marine vehicles. Different from Breivik and Fossen (2005b), Aguiar built the tracking error in the body-fixed frame and adopted supervisory adaptive control and a nonlinear Lyapunov-based tracking control law to steer an underactuated AUV along a desired helix path (Aguiar et al., 2007). In addition, Do adopted Lyapunov’s direct method, backstepping and parameter projection techniques to force an underactuated AUV to follow a predefined path despite of environmental disturbances and model uncertainty (Do et al., 2004). Yet, these controllers required substantial computational time and power due to the relatively complex derivations and decision making process.

As mentioned, some intelligent controllers require substantial computational time and power, which may not be applicable for the actual onboard controller of an AUV. In addition, a desired surge speed is often given in classic 3D path following for an underactuated AUV (Aguiar et al., 2007; Breivik and Fossen, 2005b; Caharija et al., 2016; Do et al., 2004; Peymani and Fossen, 2015), which results in the failure in determining the desired resultant speed due to drift effects in sway and heave. Motivated by those considerations, this paper releases the restriction on the given speed in 3D path following, and designs a simplified nonlinear single-input fuzzy controller with small calculation to achieve robust 3D path following. More specifically, the main contributions are enumerated as:

1. In order to solve the problem of the underactuated configuration in heave and sway, a novel 3D LOS guidance law is proposed to transform 3D path following position and orientation errors into controlled guidance angles, which reduces the dynamics following system from second-order to first-order. Different from Breivik and Fossen (2005a, 2005b), Miao et al. (2017b), the proposed LOS guidance law for 3D path following is based on the equivalent coordinate transformation among the resultant speed frame, body-fixed frame and inertial frame, which rigorously represents the relationship between the pitch, yaw, azimuth and elevation angles.

2. Compared to the double-input fuzzy controller (Guo et al., 2003; Xiang et al., 2017a), a single-input fuzzy path following controller is proposed in the dynamics layer. As an extension of planar motion (Isaure et al., 2010, 2011), the single-input fuzzy controller is redesigned based on nonlinear technique to address the problem of 3D coupled motion with unknown environmental disturbances. In addition, the tracking errors of the AUV system under the nonlinear single-input fuzzy controller are proved to be uniformly ultimately bounded.

3. The sensitivity analysis is adopted to suggest that the nonlinear single-input fuzzy design with convergent membership function distribution and small slope for the single input have better robustness against environmental disturbances than the linear single-input fuzzy design, and then numerical simulation validates the result of the sensitivity analysis as well as the robust performance of this nonlinear single-input fuzzy controller in 3D path following of an underactuated AUV exposed to unknown environmental disturbances.

The rest of this paper is organized as follows: Problem statement of 3D path following for an underactuated AUV is presented in Section 2. In Section 3, the improved 3D guidance law in kinematics is designed for an underactuated AUV. Subsequently, a simplified nonlinear single-input fuzzy controller is proposed in dynamics. Numerical simulation results are given in Section 4 to illustrate the robust performance. Section 5 contains some remarks and discussions.

2. Problem statement

This section describes the modeling of an underactuated AUV moving in 3D space and formulates the problem of 3D path following control.

2.1. AUV modeling

For an AUV in 3D space, the general kinematics model can be described by six motion components in surge, sway, heave, roll, pitch, and yaw directions. Due to the existence of a metacentric height between centers of gravity and buoyancy which can generate an enough large restoring moment to passively stabilize the roll oscillation, neglecting the roll motion dynamics is a common assumption for slender-body AUVs, i.e., the roll angle is zero and the roll rate is zero (Miao et al., 2017b; Xiang et al., 2017a). According to Do and Pan (2009), the kinematics equations of a five-degrees-of-freedom AUV are

\[
\begin{align*}
\dot{x} &= \cos(\theta)\cos(\psi)u - \sin(\psi)v + \sin(\theta)\cos(\psi)w \\
\dot{y} &= \cos(\theta)\sin(\psi)u + \cos(\psi)v + \sin(\theta)\sin(\psi)w \\
\dot{z} &= -\sin(\theta)u + \cos(\theta)w \\
\dot{\theta} &= q \\
\dot{\psi} &= r/\cos(\theta)
\end{align*}
\] (1)

where \(x, y, z\) are coordinates of the origin of the body-fixed frame (B) of the AUV expressed in the inertial frame (I), and \(\theta\) and \(\psi\) define its pitch angle and yaw angle, respectively. \(u, v, w, q, r\) and \(\psi\) denote its body-fixed linear and angular speeds.

According to Do and Pan (2009), the dynamics equations of a five-degrees-of-freedom AUV can be simplified as

\[
\begin{align*}
\dot{v} &= \frac{m_{11}}{m_{11}} vr - \frac{m_{12}}{m_{11}} wq - \frac{d_{11}}{m_{11}} u + \frac{\tau_\alpha}{m_{11}} + \frac{\tau_\beta a}{m_{11}} \\
\dot{w} &= \frac{m_{22}}{m_{33}} vr - \frac{d_{13}}{m_{33}} wq + \frac{\tau_\phi}{m_{33}} \\
\dot{\psi} &= \frac{m_{55}}{m_{55}} uv - \frac{d_{35}}{m_{55}} wq - \frac{\tau_\psi}{m_{55}} \\
\dot{\theta} &= \frac{m_{55}}{m_{66}} uv - \frac{d_{36}}{m_{66}} wq - \frac{\tau_\theta}{m_{66}} + \frac{\tau_\phi}{m_{66}}
\end{align*}
\]

where \(m_{ij}\) express system inertia coefficients, \(d_{ij}\) denote hydrodynamic resistance coefficients.
damping efforts, and $h = z_g - z_b$ with $z_g$ and $z_b$ denoting $z$-axis coordinates of centers of gravity $G$ and buoyancy. In addition, $r_x$, $r_y$ and $r_z$ are control inputs generated by the propeller and rudders in surge, pitch and yaw, respectively. $r_{fin}$, $r_{rudder}$, $r_{flap}$ and $r_{fin}$ are unknown environmental disturbances acting on the body-fixed frame of the AUV.

**Remark 1.** Since there are no lateral and vertical control forces, this five-degrees-of-freedom AUV is underactuated in sway and heave. Therefore, we cannot directly reduce the position error of 3D path following by adjusting heave and sway forces like a fully-actuated AUV.

**Assumption 1.** The unknown environmental disturbances are bounded, namely, $|r_{fin}| \leq r_{fin \ max}$, $|r_{rudder}| \leq r_{rudder \ max}$, $|r_{flap}| \leq r_{flap \ max}$, $|r_{fin}| \leq r_{fin \ max}$, and $|r_{fin}| \leq r_{fin \ max}$ where $r_{fin \ max}$, $r_{rudder \ max}$, $r_{flap \ max}$, $r_{fin \ max}$, and $r_{fin \ max}$ are unknown positive constants, and $|\cdot|$ denotes the absolute value of a variable (Fossen and Lekkas, 2017; Miao et al., 2017a).

### 2.2. Problem formulation

As depicted in Fig. 1, an underactuated AUV represented by point $Q$ follows a desired 3D Cartesian path continuously parameterized by a scalar variable $\sigma \in \mathbb{R}$. Note that the evolution of $\sigma$ is time-independent. Denote inertial position and speed vectors of a virtual particle $P$ on the path by $p_{\sigma}(\sigma) = [x_p(\sigma), y_p(\sigma), z_p(\sigma)]^T$ and $v_{\sigma}(\sigma) = [x_p' (\sigma) , y_p' (\sigma) , z_p' (\sigma)]^T$ with $x_p' (\sigma) = \frac{dx_p}{d\sigma}$, $y_p' (\sigma) = \frac{dy_p}{d\sigma}$, and $z_p' (\sigma) = \frac{dz_p}{d\sigma}$, respectively. The resultant speed vector of the AUV described in the wind frame $(W)$ is $v_w = [U, 0, 0]^T$ with $||v_w|| = U = \sqrt{u^2 + v^2 + w^2}$, where $||\cdot||$ denotes the Euclidean norm of a vector.

Let the spatial vector $e = PQ$ between the virtual particle $P$ and the point $Q$ represent the path following error. Then, the problem of 3D path following control for an underactuated AUV can be formulated as follows:

Given a desired 3D path parameterized by a particle $P$, develop dynamics control laws for control force and moments of an underactuated AUV in the presence of unknown environmental disturbances such that the distance from particle $P$ to point $Q$ converges to a small region of the origin, and the AUV achieves a desired resultant speed $U_d$ while its resultant speed is basically aligned with the tangent of the path, namely

$$\lim_{t \to \infty} ||e||, U_d - U, \chi_P - \chi, v_p - v = (\delta_1, \delta_2, \delta_3, \delta_4)$$

where $\delta_i (i = 1, 2, 3, 4)$ are small constants near zero, $\chi$ and $v$ denote the azimuth angle and elevation angle of the AUV, and $\chi_P$ and $v_p$ denote the azimuth angle and elevation angle of particle $P$ on the path. These four angles are described in Fig. 1 and $x_M$ is their auxiliary line linking the resultant speed to the inertial frame.

### 3. 3D path following control design

As shown in Fig. 2, an improved guidance law for 3D path following control of an underactuated AUV is presented in the kinematics layer, and then the nonlinear single-input fuzzy controller in the dynamics layer is designed to track desired guidance profiles generated by 3D guidance law.

#### 3.1. Improved 3D guidance law in kinematics

Associated with particle $P$, the corresponding path frame $(F)$ using the speed direction of particle $P$ as its $x$-axis can be built. As shown in Fig. 1, two consecutive coordinate rotations about the $z$-axis and $y$-axis of frame $(I)$ are required to align the $x$-axis of frame $(I)$ with that of frame $(F)$. Hence, the $y$-axis of frame $(F)$ is parallel to the $xy$-plane of frame $(I)$, and its $z$-axis is defined by the right-hand rule. Define two rotation angles $\chi_P$ and $v_p$ from frame $(F)$ to frame $(I)$ as

$$\chi_P(\sigma) = \text{atan2}(y_p' (\sigma), x_p' (\sigma))$$

$$v_p(\sigma) = \text{atan2} \left( \frac{-z_p' (\sigma)}{\sqrt{x_p' (\sigma)^2 + y_p' (\sigma)^2}} \right)$$

where the function atan2 is the arctangent function with two arguments which ensures the mapping $\chi_P(\sigma) \in (-\pi, \pi)$. Then, and the rotation from $R_F$ frame $(F)$ to frame $(I)$ can be denoted by

$$R_F = R_y(\chi_P)R_z(v_p)$$

with $R_y(\chi_P) = [\cos(\chi_P), -\sin(\chi_P), 0, 0, 0, 1]$ and $R_z(v_p) = \begin{bmatrix} \cos(v_p) & 0, \sin(v_p), 0, 1, 0, 0, \cos(\chi_P), -\sin(\chi_P) \end{bmatrix}$. Consequently, the spatial position error vector $e$ between particle $P$ and point $Q$ expressed in frame $(F)$ is given by

$$e = [x_e, y_e, z_e]^T = R_F^T [p - p_p]$$

where $x_e$, $y_e$, and $z_e$ represent the along-track error, the cross-track error, and the vertical-track from particle $P$ to point $Q$ in frame $(F)$, respectively.

The off-track error between them, as shown in Fig. 1. In addition, $p = [x, y, z]^T$ is the inertial position vector of the underactuated AUV in 3D space.

As the primary control objective of 3D path following in (3) is to reduce the off-track error, the following positive definite Lyapunov function candidate is considered

$$V_e = \frac{1}{2} ||e||^2$$

Similarly to Breivik and Fossen (2005a), the derivative of (7) is

$$\dot{V}_e = \frac{1}{2} (U_e \cos(v_e) \cos(\chi_e) - U_p - z_e U_p \sin(v_e))$$

$$+ y_e U_e \sin(\chi_e) \cos(v_e)$$

where $\chi_e$ and $v_e$ are two rotation angles of the rotation $R_{Wp}$ = $R_y(\chi_P)R_z(v_p)$ from the desired flow frame $(W_p)$ of the AUV to frame $(F)$ as shown in Fig. 1, and $U_p = ||p_p(\sigma)||$ is the size of the resultant speed of particle $P$.

In order to drive the derivative of $V_e$ negative, the resultant speed of particle $P$ can be assigned to evolve as

$$U_p = U_0 \cos(\chi_e) \cos(v_e) + k_v x_v$$

with the positive speed control gain $k_v$. Since $U_p = ||p_p(\sigma)||$ and $||p_p(\sigma)|| = \sqrt{x_p'(\sigma)^2 + y_p'(\sigma)^2 + z_p'(\sigma)^2}$, the rate of evolution for the path scalar variable $\sigma$ can be calculated by
\[
\dot{\chi} = \frac{U_0 \cos(\chi_0) \cos(\psi_0) + k_x \psi_0}{\sqrt{\dot{y}_p(m)^2 + \dot{z}_p(m)^2 + \dot{z}_v(m)^2}}
\] (10)

Note that this virtual control law for particle P on the path is non-singular and can be easily achieved, which introduces an extra degree of freedom in the path following control design of an AUV.

According to the LOS guidance principles, two rotation angles of matrix \( R_{w_s} \) can be defined as

\[
\begin{bmatrix}
\chi_s &= k_z \tanh(-k_y \psi_s / \Delta_z) \\
\nu &= k_z \tan(k_z \psi_s / \Delta_z)
\end{bmatrix}
\] (11)

where \( k_z \in (0, \frac{\pi}{2}) \) and \( k_z \in (0, \frac{\pi}{2}) \) are chosen to let \( \chi_s \in (-\psi, \psi) \) and \( \nu \in (-\psi, \psi) \). In addition, \( k_y, k_z, \Delta_y, \) and \( \Delta_z \) are positive. Hence,

\[
\nu = -k_z \psi^2 - \sin(k_z \tan\left(\frac{\psi \sin(\nu)}{\psi_0}\right)) \cos(\psi_0) \psi_0 - \sin(k_z \tan\left(\frac{\psi \sin(\nu)}{\psi_0}\right)) \psi_0 \nu_0
\]

is negative definite, which indicates that the position error tends to zero under the control laws (10) and (11).

Similarly to the definition of \( R_\psi \), the rotation \( R_{w_s} \) from the desired wind frame \( W_d \) of the AUV using the desired resultant speed direction as its x-axis to frame \( I \) is defined as

\[
R_{w_s} = R_{(x)} R_{(\psi)} R_{(\chi)} (\psi_d)
\] (12)

where \( \chi \) and \( \psi_d \) denote the desired azimuth angle and elevation angle of the AUV, respectively.

It is concluded that both the rotation \( R_{w_s} \) and the consecutive rotations of \( R_{w_s} \) and \( R_\psi \) map the desired resultant speed vector \( v_{w_s} \) expressed in frame \( W_d \) equivalently to frame \( I \), which can be expressed as

\[
R_{w_s} R_{w_s}^T v_{w_s} = R_{w_s} v_{w_s}
\] (13)

with \( v_{w_s} = [U_0, 0, 0]^T \).

Expanding (13) yields that

\[
\begin{bmatrix}
u_0 &= \arcsin(\sin(\nu_0) / \cos(\nu_0)) + \cos(\nu_0) \sin(\nu_0) \\
\theta_x &= \alpha_0 / \chi_{dx}
\end{bmatrix}
\] (14)

with

\[
X_d = \frac{\sin(\chi_0) \cos(\psi_0) \cos(\nu_0) + \cos(\chi_0) \sin(\nu_0) \sin(\psi_0) \sin(\chi_0)}{\sin(\psi_0) \sin(\nu_0) \sin(\psi_0) \cos(\nu_0)} + \cos(\chi_0) \cos(\nu_0) \sin(\psi_0) - \cos(\chi_0) \sin(\psi_0) \sin(\nu_0).
\]

According to \( v_s = R_{w_s}^T v_{w_s} \) (Fossen, 2011), the desired body-fixed linear speed vector \( v_{w_s} \) can be designed as

\[
v_{w_s} = R_{w_s}^T v_{w_s}
\] (15)

where \( v_s = [u, v, w]^T, \), \( v_{w_s} = [u, \dot{v}, \dot{w}]^T \), \( R_{w_s}^T = R_{(\psi)}^T (\psi_d) R_{(\chi)}^T (-\beta) \) with \( R_{(\psi)} (\psi) = [\cos(\psi), 0, \sin(\psi); 0, 1, 0; -\sin(\psi), 0, \cos(\psi)] \) and \( R_{(\chi)} (-\beta) = [\cos(\beta), \sin(\beta), 0; -\sin(\beta), \cos(\beta), 0; 0, 0, 1] \). and \( \beta \) and \( \dot{\beta} \) are the side-slip angle and angle of attack of the AUV.

Expanding (15) gives the desired surge speed \( u_d \) as

\[
u_d = U_0 \cos(\alpha) \cos(\beta)
\] (16)

**Remark 2.** In classic path following of an underactuated AUV, the desired surge speed is given directly or assume that the surge speed always keeps constant due to underactuated configurations in sway and heave, while this paper extends to giving a desired resultant speed. By designing the desired surge speed as (16) based on the coordinate transformation from the resultant speed frame to the body-fixed frame and then deriving the surge speed control law, the resultant speed of an underactuated AUV can be guaranteed to attain its given profile. More specifically, if \( u = u_d \) under the dynamics control law, \( U = U_d \) owing to (16) and \( u = U \cos(\alpha) \cos(\beta) \). In addition, we can obtain that

\[
u_d = U_0 \sin(\beta), \quad \nu = U \sin(\beta), \quad w_d = U_0 \sin(\alpha) \cos(\beta)
\]

and \( w = U \sin(\alpha) \cos(\beta) \). Therefore, \( v = v_d \) and \( w = w_d \) in this case, which means that \( v_{w_s} = v_{w_s} \) will be guaranteed when \( u = u_d \).

Inspired by the solution of the desired azimuth angle \( \chi \) and elevation angle \( \psi_d \), the truth is that both the rotation \( R_{w_s} \) from frame \( W_d \) to frame \( I \) and the consecutive rotations from frame \( W_d \) to the desired body-fixed frame \( B_j \) and then to frame \( I \) map the desired resultant speed vector \( v_{w_s} \) equivalently to frame \( I \), namely

\[
R_{(w_s)} R_{(\beta)} R_{(\chi)} (\psi_d) R_{(\chi)} (\alpha) R_{(\chi)} (-\beta) v_{w_s} = R_{(w_s)} v_{w_s}
\] (17)

Expanding (17) leads to the desired pitch angle \( \theta_\psi \) and the desired yaw angle \( \psi_d \) as

\[
\begin{align*}
\theta_\psi &= \arcsin(\sin(\nu_0) / \cos(\nu_0)) + \alpha \\
\psi_d &= \cos(\beta) \cos(\alpha) \sin(\psi_0) / \cos(\nu_0) + \sin(\psi_0) / \cos(\alpha) \sin(\nu_0)
\end{align*}
\] (18)

with

\[
\begin{align*}
\psi_d &= \cos(\beta) \cos(\alpha) \sin(\psi_0) / \cos(\nu_0) + \sin(\psi_0) / \cos(\alpha) \sin(\nu_0) \\
\psi_d &= \sin(\psi_0) / \cos(\alpha) \sin(\nu_0) + \cos(\beta) / \cos(\alpha) \cos(\nu_0)
\end{align*}
\]

**Remark 3.** The desired pitch angle \( \theta_\psi \) and the desired yaw angle \( \psi_d \) in this paper are different from \( \theta_\psi = u_d - \alpha + \theta \) and \( \psi_d = \chi_d - \chi + \psi \) defined in (Breivik and Fossen, 2005b). In fact, the azimuth angle \( \chi \) and the elevation angle \( \nu \) of an AUV are defined as

\[
\begin{align*}
\chi &= \arctan(\dot{y}, \dot{x}) \\
\nu &= \arctan\left(\frac{-\dot{z}}{\sqrt{\dot{x}^2 + \dot{y}^2}}\right)
\end{align*}
\] (19)

Substituting (1) into (19), it can be seen that \( \chi = f_\psi(\theta, \psi) \) and \( \nu = f_\nu(\theta, \psi) \), namely \( \psi = f_\psi(\chi, \nu) \) and \( \theta = f_\nu(\alpha) \). Therefore, the definitions of \( \theta_\psi \) and \( \psi_d \) in (Breivik and Fossen, 2005b) might not be very rigorous, especially with regard to \( \psi_d \). Note that if \( \theta = \theta_\psi \) and \( \psi = \psi_d \) under the dynamics control law in this paper, \( \nu = \nu_d \) and \( \chi = \chi_d \) will be guaranteed in case of \( u = u_d \) owing to \( R_{(w_s)} R_{(\psi)} (\alpha) R_{(\chi)} (\psi_d) v_{w_s} = R_{(w_s)} v_{w_s} \) by combining (17) with \( R_{(w_s)} R_{(\psi)} (\alpha) R_{(\chi)} (\psi_d) v_{w_s} = R_{(w_s)} v_{w_s} \). Therefore, if \( u \) is equal to \( u_d \) that is updated by (16), \( \theta \) and \( \psi \) are equal to \( \theta_\psi \) and \( \psi_d \) that are updated by (18), the position error vector \( e \) will be rendered stable based on Lyapunov’s direct method, and the resultant speed of the AUV will
align with the tangent of the path.

### 3.2. Nonlinear fuzzy controller in dynamics

This subsection first designs a conventional double-input fuzzy controller to track the guidance profiles generated in the kinematics layer. Subsequently, the double-input fuzzy controller is simplified into a single-input fuzzy controller based on the signed distance method to reduce computation complexity. By introducing the asymmetry factor and slope for the single input, the output surface of the single-input fuzzy controller becomes nonlinear to account for complicated nonlinear AUV dynamics and unknown environmental disturbances. Finally, the sensitivity analysis preliminarily suggests that the nonlinear single-input fuzzy design have better robustness against environmental disturbances than the linear single-input fuzzy design.

#### 3.2.1. Double-input fuzzy controller design

Based on the desired Euler angles $\theta$ and $\psi$ generated by the improved 3D guidance law, the angle tracking error $e_{\text{ang}}$ can be defined as

$$e_{\text{ang}} = [e_\theta, e_\psi]^T = [\theta_d - \theta, \psi_d - \psi]^T$$

(20)

Considering the model (1) and backstepping technique, the desired pitch speed $q_d$ and the desired yaw speed $r_d$ of the AUV can be designed as

$$q_d = \dot{\theta}_d + k_p e_\theta$$
$$r_d = \dot{\psi}_d + k_p e_\psi + \left(1 - \frac{1}{\cos(\theta)}\right) r$$

(21)

By resorting to the improved 3D guidance law, 3D path following control can be converted into tracking the desired linear and angular speeds, which reduces the dynamics following system form second-order to first-order. Hence, we define speed tracking error $e_{\text{speed}}$ as follows

$$e_{\text{speed}} = [e_u, e_r, e_q]^T = [u_d - u, q_d - q, r_d - r]^T$$

(22)

In order to drive speed error $e_{\text{speed}}$ to a small region of zero in the presence of unknown environmental disturbances, the nonlinear fuzzy logic technique is adopted to reject model uncertainties of the nonlinear dynamics system (Ishaque et al., 2011; Wang et al., 2016; Xiang et al., 2017b; Yu et al., 2017). In addition, the feedback linearizing technique is introduced to eliminate the system nonlinearity. Hence, the fuzzy-logic-based control laws for an underactuated AUV with the dynamics model (2) can be designed as

$$\tau_c = \tau_{c0} + m_{11} \dot{u}_d + \int f_{d0} \delta_1 (\dot{d}_1) \, dt$$
$$\tau_q = \tau_{c0} + m_{15} (\dot{q}_d + \int f_{d0} \delta_2 (\dot{d}_2) \, dt)$$
$$\tau_r = \tau_{c0} + m_{16} (\dot{r}_d + \int f_{d0} \delta_3 (\dot{d}_3) \, dt)$$

(23)

where $\tau_{c0} = -m_{22} \tau r + m_{33} w q + d_{11} u$, $\tau_{c0} = (m_{11} - m_{33}) w u + d_{05} q + G \sin(\theta)$, $\tau_{c0} = (m_{22} - m_{33}) w r + d_{06} \tau + k_6 \delta_1$, $k_q$ and $k_r$ are scaling factors of outputs $f_{d0}(\cdot), f_{d2}(\cdot)$ and $f_{d3}(\cdot)$ of the designed double-input fuzzy controller in surge, pitch and yaw, respectively. $k_q$ and $k_r$ denote scaling factors of original inputs $e$ and $e_r$ with $\epsilon \in \{u, q, r\}$, respectively.

#### 3.2.2. Single-input fuzzy controller design

The above double-input fuzzy controller is solved through three steps, i.e., fuzzification, fuzzy inference and defuzzification (Xiang et al., 2017a; Ju and Liu, 2011, 2012). This fuzzy controller has two scaling inputs, namely the error $\varepsilon = k_e \delta e$, and derivative of error $\dot{\varepsilon} = k_\dot{e} \dot{\delta} e$. The corresponding fuzzy subsets are defined as NB, NM, NS, ZE, PS, PM, and PB, and show symmetrical distribution of triangular membership functions. The adopted fuzzy rules can be created on a 2D phase-plane as shown in Fig. 3, where each point on the particular diagonal lines has the same magnitude that is proportional to the distance from it to the main diagonal line $L_{\text{ZE}}$.

By observing the consistent pattern of outputs in Fig. 3, it is possible to obtain the corresponding output using only a single-variable input instead of two-variable input. This reduction is known as the signed distance method (Choi et al., 2000). The single-input variable is named as $d$ that represents the absolute distance magnitude from the input point $(\varepsilon, \dot{\varepsilon})$ to the main diagonal line $L_{\text{ZE}}$. It is noted that the main diagonal line can be represented by the following straight line function

$$\varepsilon + \lambda \dot{\varepsilon} = 0$$

(24)

where $\lambda$, is the slope of the straight line.

Hence, the distance $d$ from point $(\varepsilon, \dot{\varepsilon})$ to line $L_{\text{ZE}}$ is

$$d = \frac{\varepsilon + \lambda \dot{\varepsilon}}{\sqrt{1 + \lambda^2}}$$

(25)

Note that as the slope $\lambda$, becomes large, the sensitivity of the scaling error will decrease while the sensitivity of the scaling derivative of error will increase.

Compared with a 2D table required by the conventional double-input fuzzy controller, the derivation of distance input variable generates a simple look-up table depicted in Table 1, where $L_{\text{NB}}, L_{\text{NS}}, L_{\text{ZE}}, L_{\text{PS}}, L_{\text{PM}}, L_{\text{PB}}$, and $L_{\text{PB}}$ are diagonal lines in Fig. 3 and NB, NM, NS, ZE, PS, PM, and PB represent the output of the corresponding diagonal line. Obviously, $49 \times 3$ rules required by the conventional double-input fuzzy controller reduce to $7 \times 3$ rules required by the simplified single-input fuzzy controller that is exclusively determined by $d$.

By adopting the single-input fuzzy control technique, the control laws (23) can be rewritten as

$$\begin{align*}
\tau_c &= \tau_{c0} + m_{11} (\dot{u}_d + \int f_{d0} \delta_1 (\dot{d}_1) \, dt) \\
\tau_q &= \tau_{c0} + m_{15} (\dot{q}_d + \int f_{d2} \delta_2 (\dot{d}_2) \, dt) \\
\tau_r &= \tau_{c0} + m_{16} (\dot{r}_d + \int f_{d3} \delta_3 (\dot{d}_3) \, dt)
\end{align*}$$

(26)

#### 3.2.3. Nonlinear single-input fuzzy controller design

In the fuzzification of (26), the membership functions of the input $d$ have trapezoidal and triangular types as depicted in Fig. 4, and the corresponding universe of discourse is listed in Table 2, where $\sigma \in \left(-\frac{1+\sqrt{1+\lambda^2}}{\lambda}, \frac{1-\sqrt{1+\lambda^2}}{\lambda}\right)$ represents the asymmetry factor, trapmf denotes the trapezoidal membership function and trimf denotes the triangular membership function. As shown in Fig. 4, $\sigma = 0$ means that the membership functions show the symmetric distribution, $\sigma > 0$ means that the membership functions show the convergent distribution, and $\sigma < 0$ means that the membership functions show the divergent distribution.

For the membership function of the output, the general first-order Takagi-Sugeno-Kang method instead of Mamdani method is chosen. Hence, the membership function value $l_i$ of the output in each rule is a
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linear function with respect to the input $d$, as
\[ l_i = a_i d_i + b_i \]  
(27)

where $a_i$ and $b_i$ are the slope and intercept of the output line, respectively. In the fuzzy inference, $l_i$ is multiplied by the respective membership degree value to contribute to the fuzzy output of each rule.

Subsequently, choose Table 1 as the inference rule. Using the center of gravity operator, the output of defuzzification can be calculated as
\[ f_s = \frac{\sum_{i=1}^{7} \mu_i l_i}{\sum_{i=1}^{7} \mu_i} \]  
(28)

where $\mu_i$ is the membership degree value of the $i$-th rule.

As shown in Fig. 4, there are only two non-zero membership degree values $\mu_3$ and $\mu_{k+1}$ for $d_i \in (x_i, x_j)$ with $k \in [1, 6]$ and there is only one non-zero membership degree value $\mu_0 \equiv 1$ for $d_i \notin (x_i, x_j)$ with $k \in \{1, 7\}$, namely,
\[ \sum_{i=1}^{7} \mu_i = \begin{cases} 1, & d_i \notin (x_i, x_j) \\ d_i \notin (x_i, x_j) & \end{cases} 
(29)

On the one hand, when $d_i \in (x_i, x_j)$, the output (28) can be rewritten as
\[ f_s = \sum_{i=1}^{7} \mu_i l_i = \frac{a_{k+1} - a_k}{x_{k+1} - x_k} d_i^2 + \frac{b_{k+1} - b_k}{x_{k+1} - x_k} d_i + \frac{a_{k+1} b_k - a_k b_{k+1}}{x_{k+1} - x_k} \]  
(30)

Note that the output (30) is a quadratic function with respect to the input $d_i$. For simplification, $a_{k+1} = a_k = a$ with a constant $a$ is chosen so that this quadratic polynomial output is simplified into a linear function with respect to the input as
\[ f_s = \left( \frac{b_{k+1} - b_k}{x_{k+1} - x_k} + a \right) d_i + \frac{x_{k+1} b_k - x_k b_{k+1}}{x_{k+1} - x_k} \]  
(31)

On the other hand, $f_s = l_i$ when $d_i \notin (x_i, x_j)$ with $i \in \{1, 7\}$. Hence, the output (28) can be rewritten as
\[ f_s = k_i d_i + y_i \]  
(32)

where the slope $k_i$ and intercept $y_i$ are defined in Table 3.

According to (32), the simplified piecewise linear surface has a constant slope throughout the universe of discourse for an evenly arranged input and output membership functions. Obviously, a nonlinear control surface is more suitable to control an underactuated AUV with highly coupled dynamics and nonlinearity. Hence, the asymmetry factor $\sigma$ has been introduced in the membership function of the input as shown in Fig. 4. In addition, assume that all the intercepts in (27) are evenly arranged, namely $b_{k+1} - b_k = b$. In this case, the corresponding different slopes are listed in Table 4.

The nonlinear control surface in (32) is depicted in Fig. 5, which consists of eight linear control lines. Hence, the dynamics system under the nonlinear single-input fuzzy controller is regarded as a piecewise affine system composed of eight subsystems.

3.2.4 Stability analysis

For the $i$-th subsystem, substituting (26) into (2) leads to
\[ \begin{align*}
\dot{u} &= \dot{u} + \varsigma e_i + \int_0^1 (\kappa_i e_i + k_i \gamma_i) dt + \frac{\tau_{eu}}{m_{11}} \\
\dot{\gamma} &= \dot{\gamma} + \varsigma e_i + \int_0^1 (\kappa_i e_i + k_i \gamma_i) dt + \frac{\tau_{e\gamma}}{m_{22}} \\
\dot{r} &= \dot{r} + \varsigma e_i + \int_0^1 (\iota_i e_i + k_i \gamma_i) dt + \frac{\tau_{r\gamma}}{m_{33}}
\end{align*} \]  
(33)

with $\varsigma_i = \frac{k_i + \kappa_i}{\sqrt{1 + \sigma^2}}$ and $\kappa_i = \frac{k_i - \kappa_i}{\sqrt{1 + \sigma^2}}$.

Let $s_{1i} = \int_0^1 (e_i + k_i \gamma_i) dt$. Then, (33) can be rewritten as
\[ s_{1i} + \varphi s_{1i} + \iota s_{1i} = d_i \\
s_{1i} + \varphi s_{1i} + \iota s_{1i} = d_i \\
s_{1i} + \varphi s_{1i} + \iota s_{1i} = d_i \\
\begin{array}{c}
\text{where } d_i = \varsigma_i k_i \gamma_i - i_i \frac{v_i}{m_{12}} \\
\text{with } \alpha \in \{11, 55, 66\}. \text{ Let } s_{12} = s_{1i} \text{ and define } s_i = [s_{1i}, s_{12}]^T. \text{ Consider the following positive definite and radially}
\end{array} \]  
(34)

### Table 1

<table>
<thead>
<tr>
<th>$d_i$</th>
<th>$L_N$</th>
<th>$L_M$</th>
<th>$L_S$</th>
<th>$L_E$</th>
<th>$L_S$</th>
<th>$L_M$</th>
<th>$L_N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>NB</td>
<td>NM</td>
<td>NS</td>
<td>ZE</td>
<td>PS</td>
<td>PM</td>
<td>PB</td>
</tr>
</tbody>
</table>

### Table 2

<table>
<thead>
<tr>
<th>Lines</th>
<th>Membership function</th>
<th>$x_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_{NN}$</td>
<td>$trimf[-\infty, -\infty, x_1, x_2]$</td>
<td>$x_i = \frac{1}{2}x_i^2 + \alpha$</td>
</tr>
<tr>
<td>$L_{NM}$</td>
<td>$trimf[x_1, x_2, x_3]$</td>
<td>$x_i = \frac{1}{2}x_i^2 + \alpha$</td>
</tr>
<tr>
<td>$L_{NS}$</td>
<td>$trimf[x_2, x_3, x_4]$</td>
<td>$x_i = \frac{1}{2}x_i^2 + \alpha$</td>
</tr>
<tr>
<td>$L_E$</td>
<td>$trimf[x_2, x_4, x_5]$</td>
<td>$x_i = 0$</td>
</tr>
<tr>
<td>$L_S$</td>
<td>$trimf[x_4, x_5, x_6]$</td>
<td>$x_i = \frac{1}{2}x_i^2 + \alpha$</td>
</tr>
<tr>
<td>$L_{PM}$</td>
<td>$trimf[x_6, x_7, \infty, \infty]$</td>
<td>$x_i = \frac{1}{2}x_i^2 + \alpha$</td>
</tr>
</tbody>
</table>

### Table 3

<table>
<thead>
<tr>
<th>$d_i$</th>
<th>$x_i$</th>
<th>$y_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(-\infty, x_1]$</td>
<td>$a$</td>
<td>$b_1$</td>
</tr>
<tr>
<td>$(x_1, x_2)$</td>
<td>$b_1 x_i + \alpha$</td>
<td>$a x_i + b_2$</td>
</tr>
<tr>
<td>$(x_2, \infty)$</td>
<td>$a x_i + b_2$</td>
<td>$b_1 x_i + \alpha$</td>
</tr>
</tbody>
</table>
unbounded Lyapunov function candidate

\[ V = \frac{1}{2} \sum_{i=1}^{n} s_i^2 P_i s_i + s_i^T P_i s_i + s_i^T P_i s_i, \quad (35) \]

where \( P_i = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \) is a real symmetric positive definite matrix to be chosen.

In view of (1), (21) and (34), the derivative of \( V \) along the trajectories of the dynamics system is given by

\[ \dot{V} = \frac{\partial V}{\partial \theta} (\dot{\theta} - g) + e^T \psi_\theta - \frac{r}{\cos(\theta)} \]

\[ + (\varepsilon_1 + 2k_1) \dot{s}_1 s_1 + (\varepsilon_2 + k_2) \dot{s}_2 s_2 + (\varepsilon_3 + 2k_3) \dot{s}_3 s_3 + (\varepsilon_4 + 2k_4) \dot{s}_4 s_4 + \dot{s}_1^2 s_1 s_2 \]

\[ + (\varepsilon_5 + 2k_5) \dot{s}_5 s_5 + \dot{s}_1^2 s_2 s_3 + \dot{s}_1^2 s_3 s_4 + \dot{s}_1^2 s_4 s_5 + \dot{s}_1^2 s_5 s_1 \]

\[ \leq -k_1 \varepsilon_1^2 + \frac{k_1 \varepsilon_2}{\lambda} \varepsilon_2 + \frac{1}{2k_1} \varepsilon_2^2 \]

\[ -k_2 \varepsilon_2^2 + \frac{k_2 \varepsilon_3}{\lambda} \varepsilon_3 + \frac{1}{2k_2} \varepsilon_3^2 \]

\[ -k_3 \varepsilon_3^2 + \frac{k_3 \varepsilon_4}{\lambda} \varepsilon_4 + \frac{1}{2k_3} \varepsilon_4^2 \]

\[ -k_4 \varepsilon_4^2 + \frac{k_4 \varepsilon_5}{\lambda} \varepsilon_5 + \frac{1}{2k_4} \varepsilon_5^2 \]

\[ -k_5 \varepsilon_5^2 + \frac{k_5 \varepsilon_1}{\lambda} \varepsilon_1 + \frac{1}{2k_5} \varepsilon_1^2 \]

\[ \leq -k_1 \varepsilon_1^2 + \frac{k_1 \varepsilon_2}{\lambda} \varepsilon_2 + \frac{1}{2k_1} \varepsilon_2^2 \]

\[ \leq -k_1 \varepsilon_1^2 + \frac{k_1 \varepsilon_2}{\lambda} \varepsilon_2 + \frac{1}{2k_1} \varepsilon_2^2 \]

\[ \leq -k_1 \varepsilon_1^2 + \frac{k_1 \varepsilon_2}{\lambda} \varepsilon_2 + \frac{1}{2k_1} \varepsilon_2^2 \]

\[ \leq -k_1 \varepsilon_1^2 + \frac{k_1 \varepsilon_2}{\lambda} \varepsilon_2 + \frac{1}{2k_1} \varepsilon_2^2 \]

\[ \leq \left( k_1 - \frac{1}{2k_1} \right) \varepsilon_1^2 + \frac{k_1 \varepsilon_2}{\lambda} \varepsilon_2 + \frac{1}{2k_1} \varepsilon_2^2 \]

\[ \leq \left( k_1 - \frac{1}{2k_1} \right) \varepsilon_1^2 + \frac{k_1 \varepsilon_2}{\lambda} \varepsilon_2 + \frac{1}{2k_1} \varepsilon_2^2 \]

\[ \leq \left( k_1 - \frac{1}{2k_1} \right) \varepsilon_1^2 + \frac{k_1 \varepsilon_2}{\lambda} \varepsilon_2 + \frac{1}{2k_1} \varepsilon_2^2 \]

\[ \leq \left( k_1 - \frac{1}{2k_1} \right) \varepsilon_1^2 + \frac{k_1 \varepsilon_2}{\lambda} \varepsilon_2 + \frac{1}{2k_1} \varepsilon_2^2 \]

\[ \leq \left( k_1 - \frac{1}{2k_1} \right) \varepsilon_1^2 + \frac{k_1 \varepsilon_2}{\lambda} \varepsilon_2 + \frac{1}{2k_1} \varepsilon_2^2 \]

\[ \leq \left( k_1 - \frac{1}{2k_1} \right) \varepsilon_1^2 + \frac{k_1 \varepsilon_2}{\lambda} \varepsilon_2 + \frac{1}{2k_1} \varepsilon_2^2 \]

\[ \leq \left( k_1 - \frac{1}{2k_1} \right) \varepsilon_1^2 + \frac{k_1 \varepsilon_2}{\lambda} \varepsilon_2 + \frac{1}{2k_1} \varepsilon_2^2 \]

\[ \leq \left( k_1 - \frac{1}{2k_1} \right) \varepsilon_1^2 + \frac{k_1 \varepsilon_2}{\lambda} \varepsilon_2 + \frac{1}{2k_1} \varepsilon_2^2 \]

\[ \leq \left( k_1 - \frac{1}{2k_1} \right) \varepsilon_1^2 + \frac{k_1 \varepsilon_2}{\lambda} \varepsilon_2 + \frac{1}{2k_1} \varepsilon_2^2 \]

\[ \leq \left( k_1 - \frac{1}{2k_1} \right) \varepsilon_1^2 + \frac{k_1 \varepsilon_2}{\lambda} \varepsilon_2 + \frac{1}{2k_1} \varepsilon_2^2 \]

\[ \leq \left( k_1 - \frac{1}{2k_1} \right) \varepsilon_1^2 + \frac{k_1 \varepsilon_2}{\lambda} \varepsilon_2 + \frac{1}{2k_1} \varepsilon_2^2 \]

\[ \leq \left( k_1 - \frac{1}{2k_1} \right) \varepsilon_1^2 + \frac{k_1 \varepsilon_2}{\lambda} \varepsilon_2 + \frac{1}{2k_1} \varepsilon_2^2 \]

\[ \leq \left( k_1 - \frac{1}{2k_1} \right) \varepsilon_1^2 + \frac{k_1 \varepsilon_2}{\lambda} \varepsilon_2 + \frac{1}{2k_1} \varepsilon_2^2 \]

\[ \leq \left( k_1 - \frac{1}{2k_1} \right) \varepsilon_1^2 + \frac{k_1 \varepsilon_2}{\lambda} \varepsilon_2 + \frac{1}{2k_1} \varepsilon_2^2 \]

\[ \leq \left( k_1 - \frac{1}{2k_1} \right) \varepsilon_1^2 + \frac{k_1 \varepsilon_2}{\lambda} \varepsilon_2 + \frac{1}{2k_1} \varepsilon_2^2 \]

\[ \leq \left( k_1 - \frac{1}{2k_1} \right) \varepsilon_1^2 + \frac{k_1 \varepsilon_2}{\lambda} \varepsilon_2 + \frac{1}{2k_1} \varepsilon_2^2 \]

\[ \leq \left( k_1 - \frac{1}{2k_1} \right) \varepsilon_1^2 + \frac{k_1 \varepsilon_2}{\lambda} \varepsilon_2 + \frac{1}{2k_1} \varepsilon_2^2 \]

\[ \leq \left( k_1 - \frac{1}{2k_1} \right) \varepsilon_1^2 + \frac{k_1 \varepsilon_2}{\lambda} \varepsilon_2 + \frac{1}{2k_1} \varepsilon_2^2 \]

\[ \leq \left( k_1 - \frac{1}{2k_1} \right) \varepsilon_1^2 + \frac{k_1 \varepsilon_2}{\lambda} \varepsilon_2 + \frac{1}{2k_1} \varepsilon_2^2 \]
the same response characteristic as Table 5. In addition, the comparison of fuzzy controller responses among different slopes illustrates that a smaller slope can generate a larger control output. Hence, the sensitivity analysis and comparison of fuzzy controller response preliminary suggests that the combination of the convergent distribution and small slope for the single input have better robustness against external environmental disturbances.

### 4. Case studies

In order to illustrate the 3D path following performance of the designed framework as well as the nonlinear single-input fuzzy controller proposed in this paper, numerical simulations are carried out with an AUV dynamics model in Table 7, where all the parameters are given in Do and Pan (2009).

AUV paths are decomposed into multiple segments of straight lines and arcs. Thus, two primitive path types are considered in the following simulations: straight line and helical curve. In the straight line path following simulation, we focus on the sensitivity validation of the nonlinear single-input fuzzy controller and the choice of sensitivity gains. While in the helical curve path following simulation, we show the performance of the nonlinear single-input fuzzy controller with the convergent distribution and small slope for the single input in the presence of unknown environmental disturbances.

#### 4.1. Straight line path following

In this case, assume that the AUV is exposed to the following constant environmental disturbances: \( r_{du} = -0.2m_1d(t), r_{dp} = 0.1m_{22}d(t), r_{dw} = -0.1m_{32}d(t), r_{eq} = 0.1m_{52}d(t) \), and \( r_{de} = -0.2m_{66}d(t) \) with

\[
d(t) = \begin{cases} 1, t \in [t_s, t_e] \\ 0, \text{else} \end{cases} \tag{39}
\]

where \( t_s \) and \( t_e \) denote the starting time and vanishing time of environmental disturbances.

The desired straight line to be tracked by the AUV is parameterized by \( x_p(t) = \sigma \), \( y_p(t) = 10 \), and \( z_p(t) = 50 \) with \( \sigma(0) = 0 \). The initial position and posture of the AUV are \( [x(0), y(0), z(0), \theta(0), \psi(0)] = \begin{bmatrix} 5m, 15m, 55m, 0rad, 0rad \end{bmatrix} \) and the initial speeds are \( [u(0), v(0), w(0), q(0), r(0)] = \begin{bmatrix} 3m/s, 0m/s, 0m/s, 0rad/s, 0rad/s \end{bmatrix} \). The unknown environmental disturbances act on the AUV from 0s to 60s. The corresponding path following results under different membership function distributions are described in Fig. 6. Although all of them converge to the desired path, their performances are different from each other.

As shown in Fig. 7, the path following off-track error under the single-input fuzzy controller with convergent distributions has the minimum drop when environmental disturbances vanish. In addition, the path following elevation angle error and azimuth angle error under the single-input fuzzy controller with convergent distributions have the smoothest transition, the minimum drop and the shortest recovery time when environmental disturbances vanish. The specific values of response criteria considered are listed in Table 8, which quantitatively illustrates the nonlinear single-input fuzzy controller with convergent distributions has the best robustness against environmental disturbances.

The available control inputs including the surge force, pitch and yaw moments are given in Fig. 8, where they keep changing against external environmental disturbances. Note that the surge force and yaw moment under the single-input fuzzy controller with convergent distributions have the smoothest transitions against initial position and speed errors and external environmental disturbances.

The path following errors under the nonlinear single-input fuzzy controller with different slopes are described in Fig. 9. The specific values of response criteria considered are listed in Table 9, which quantitatively illustrates the nonlinear single-input fuzzy controller with a small slope has the best robustness against environmental disturbances.

The above numerical simulation results prove that the nonlinear single-input fuzzy controller with the combination of the convergent distribution and small slope for the single input has the best robustness against external disturbances. The next simulation case will illustrate the robust performance of this nonlinear single-input fuzzy controller in a more complicated helical curve path following mission.

#### 4.2. Helix path following

In this case, assume that the AUV is exposed to the following time-varying environmental disturbances: \( r_{du} = -0.2m_1d(t), r_{dp} = 0.1m_{22}d(t), r_{dw} = -0.1m_{32}d(t), r_{eq} = 0.1m_{52}d(t) \), and \( r_{de} = -0.2m_{66}d(t) \) with \( d(t) = 1 + 0.1sin(0.2t) \). Hence, while following a helical curve, the AUV is persistently exposed to the unknown environmental disturbances. The initial position and posture of the AUV are \( [x(0), y(0), z(0), \theta(0), \psi(0)] = \begin{bmatrix} 5m, 15m, 55m, 0rad, 0rad \end{bmatrix} \) and \( \sigma(0) = 0 \). The sensitivity analysis and comparison of fuzzy controller response suggest that the combination of the convergent distribution and small slope for the single input has better robustness against external environmental disturbances.

### Table 5

<table>
<thead>
<tr>
<th>No.</th>
<th>( d_i )</th>
<th>( f_i(\sigma &lt; 0) )</th>
<th>( f_i(\sigma = 0) )</th>
<th>( f_i(\sigma &gt; 0) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.05</td>
<td>-0.0546</td>
<td>-0.0845</td>
<td>-0.2364</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0.05</td>
<td>0.0546</td>
<td>0.0845</td>
<td>0.2364</td>
</tr>
</tbody>
</table>

### Table 6

<table>
<thead>
<tr>
<th>No.</th>
<th>( d_i )</th>
<th>( f_i(\sigma &lt; 0) )</th>
<th>( f_i(\sigma = 0) )</th>
<th>( f_i(\sigma &gt; 0) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( -1 )</td>
<td>-0.05</td>
<td>-0.0532</td>
<td>-0.0807</td>
</tr>
<tr>
<td>2</td>
<td>( -1 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>( -1 )</td>
<td>0.05</td>
<td>0.0532</td>
<td>0.0807</td>
</tr>
<tr>
<td>4</td>
<td>( 1.5 )</td>
<td>-0.05</td>
<td>-0.0537</td>
<td>-0.0821</td>
</tr>
<tr>
<td>5</td>
<td>( 1.5 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>( 1.5 )</td>
<td>0.05</td>
<td>0.0537</td>
<td>0.0821</td>
</tr>
</tbody>
</table>

### Table 7

AUV model parameters.

\[ G = 10681N; h = 0.0065m; m_1 = 1116kg; d_{u1} = 25.5kg s^{-1}; m_2 = 2133kg; d_{u2} = 138kg s^{-1}; m_3 = 2061kg m^2; d_{u3} = 490kg m^2 s^{-1}; m_4 = 4061kg m^2; d_{u4} = 490kg m^2 s^{-1}; \]

![Fig. 6: 3D line path following.](image-url)
and the initial linear and angular speeds are 
\[
\frac{1}{2} u(0), v(0), w(0), q(0), r(0) = \frac{3}{2} m/s, 0 m/s, 0 m/s, 0 rad/s, 0 rad/s.
\]
This helix path is parameterized by 
\[
\begin{align*}
x_P(\varpi) &= 80 \cos(0.2618\varpi), \\
y_P(\varpi) &= 80 \sin(0.2618\varpi), \\
z_P(\varpi) &= 50 - 0.5\varpi, \\
\end{align*}
\]
Note that \(y_P\) and \(z_P\) of the helix are time-varying instead of constant in the straight line, which places greater demands on the whole guidance and control system. The corresponding path following results are described in Figs. 10 and 11. As shown in Fig. 10, this AUV marked by a blue pentagram in 3D space converges to the virtual target point marked by a red circle, and finally follows the desired red path in the presence of unknown environmental disturbances. As shown in Fig. 11, all the position errors reduce to zero asymptotically and quickly. Moreover, the azimuth angle of the AUV in following a helix is non-zero and time-varying in the range of \(-180^\circ\) to \(180^\circ\). Yet, its elevation angle maintains at \(135^\circ\) in the steady state. Despite of existing numerical differences, both the actual azimuth angle and elevation angle of the underactuated AUV converge to the respective desired profile in common, which indicates that the AUV exposed to unknown environmental disturbances follows the desired helix with its resultant speed aligned with the tangent of the spatial helix.

During the whole time domain, the linear and angular speeds are given in Fig. 12, where the underactuated AUV reaches a desired resultant speed of \(4.5\) m/s but the sway speed and heave speed are non-zero. Hence, the underactuated AUV suffers from drift effects in sway and heave and transitions of the corresponding side-slip angle and angle of attack are shown in Fig. 12.

5. Conclusion

By designing an improved 3D guidance and nonlinear fuzzy control framework, this paper addresses the problem of coupled 3D path following for an underactuated AUV exposed to unknown environmental disturbances. The improved LOS guidance law transforms 3D path following position and orientation errors into controlled guidance speeds, by considering essentially equivalent coordinate transformation and underactuated property. The simplified and nonlinear single-input fuzzy controller is designed in the dynamics layer to track the guidance speeds with less computation cost and reject the unknown environmental disturbances.
suggests that the nonlinear fuzzy controller have better robustness against environmental disturbances than the linear fuzzy controller. Finally, numerical examples illustrate the robust path following performance of the proposed 3D guidance and nonlinear single-input fuzzy controller for an underactuated AUV. Future work can focus on testing the proposed 3D path following controller in open water using an AUV prototype.
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