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PART	I:
The	Problem	of	Linguistic	
Difficulty	Measurement
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The	Problem
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A	(quantitative)	computational	linguistic	account	of	why	a	
sentence	is	harder	to	be	comprehended	(by	human)	than	
some	other	one?

Examples:	[Gibson,	91]

• The	reporter	disliked	the	editor.
• The	reporter	[who	the	senator	attacked]	disliked	the	editor
• The	reporter	[who	the	senator	[who	John	met]	attacked	]	disliked	

the	editor].	



PART	II:
Review	of	Gibson’s	
Psycholinguistic	Theories
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Gibson’s	Psycholinguistic	Theories
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• Incomplete	Dependency	Theory	[Gibson,	1991]
• Dependency	Locality	Theory	[Gibson,	2000]



Incomplete	Dependency	Theory	[Gibson,	1991]
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• IDT is based on the idea of counting missing incomplete
dependencies during the incremental processing of a
sentence when a new word attaches to the current
linguistic structure.

• The main parameter in IDT is the number of incomplete
dependencies when the new word integrates to the
existing structure.



Incomplete	Dependency	Theory	[Gibson,	1991]
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Example: The reporter [who the senator [who John met] attacked ] disliked
the editor].

• Five	incomplete	dependencies	at	the	point	of	processing “John”.

1. the	NP	the	reporter	is	dependent	on	a	verb	that	should	follow	it;
2. the	NP	the	senator	is	dependent	on	a	different	verb	to	follow;
3. the	pronoun	who	(before	the	senator)	is	dependent	on	a	verb	to	

follow
4. the	NP	John	is	dependent	on	another	verb	to	follow
5. the	pronoun	who	(before	John)	is	dependent	on	a	verb	to	follow.	

• These	are	five	unsaturated	or	incomplete	or	unresolved	dependencies.



Dependency	Locality	Theory	[Gibson,	2000]
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• DLT is a distance-based referent-sensitive linguistic
complexity measurement put forward by Gibson to
supersede the predictive limitations of the incomplete
dependency theory.

• The linguistic complexity is interpreted as the locality-based
cost of the integration of a new word to the dependent
word in the current linguistic structure which is the number
of the intervened new discourse-referents.
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Example:

• The reporter [who the senator [who John met] attacked ]
disliked the editor].

• The reporter [who the senator [who I met] attacked ]
disliked the editor].

Dependency	Locality	Theory	[Gibson,	2000]



PART	III:
Linguistic	Difficulty	Metrics	
using	Categorial	Proof	Nets
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Lambek	Categorial	Grammar	[Lambek,1958]
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Examples:

Relevant	Lambek Proof:

Corresponding	Intuitionistic	Proof:
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Sequent	Calculus	Rules	for	LC
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Examples
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Definitions:
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Definition:
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Example
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Categorial	Proof	Nets	[Moot,	Retoré,	2012]
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Incremental	Processing	with	CPN	[Morrill,	2000]
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Incremental	Processing	with	CPN	[Morrill,	2000]
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Incremental	Processing	with	CPN	[Morrill,	2000]
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Incremental	Processing	with	CPN	[Morrill,	2000]
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Incremental	Processing	with	CPN	[Morrill,	2000]
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Incremental	Processing	with	CPN	[Morrill,	2000]
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IDT-based	Complexity	Profiling	[Morrill,	2000]
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Subject/Object-extracted	Relative	Clauses	
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Subject/Object-extracted	Relative	Clauses	
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DLT-based	Complexity	Profiling
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DLT-based	Complexity	Profiling
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Subject/Object-extracted	Relative	Clauses	[Gibson,	2000]	
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Subject/Object-extracted	Relative	Clauses	

32



Subject/Object-extracted	Relative	Clauses	
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Subject/Object-extracted	Relative	Clauses	
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Subject/Object-extracted	Relative	Clauses	
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Subject/Object-extracted	Relative	Clauses	
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Center	Embedding	Clauses	[Johnson,	1998]	
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Center	Embedding	Clauses
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Garden	Path	[Bever,	1997]	
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Garden	Path
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Nested	Subject/Object	Relativization [Chomsky,	1965]	

41



Nested	Subject/Object	Relativization
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Adverbial	Attachment	[Kimball,	1973]	
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Adverbial	Attachment
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Wrong	Parse	Preference	[Morrill,	2000]	
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Wrong	Parse	Preference
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Passive	Paraphrases	[Morrill,	2000]	
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Passive	Paraphrases
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Big	Picture:
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Fair Warning: This is just a limited part of the
historical line that one could work. There are
definitely many interesting research that
needs to be explored. We are aware of some
of them and they should be even more than
what we have noticed.



Limitations:
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• DLT-based	Complexity	Profiling	cannot	correctly	predict	ranking	the	
quantifier	scoping	problem.	

• In	fact,	both	IDT-based	and	DLT-based	Complexity	Profiling	have	this	
problem.	[Catta,	Mirzapour,	2017]

• DLT-based	motivated	approaches	are	not	applicable	cross-linguistically	
for	human	parsing	processes.	[Vasishth,	2005]

• It	does	not	support	all	linguistic	preference	phenomenon	such	as	Heavy	
Noun	Phrase	Shift	while IDT-based	Complexity	Profiling	does.



On-going	Work	for	Overcoming	the	Limitations:
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• Quantifier	Scoping	Problem.	

• Cross-linguistically	Applicability	

• Scale-up	Problem

[Mirzapour,	PhD,	Chapter	3]

[Mirzapour,	PhD,	Chapter	7]

[?,	No	Idea]



Conclusion:
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• DLT-based	Complexity	Profiling	can	successfully	predict	some	linguistic	
phenomena	such	as	structures	with	embedded	pronouns,	garden	
paths,	unacceptability	of	center	embedding,	preference	for	lower	
attachment,	and	passive	paraphrases	acceptability.	

• It	is	a	kind	of	psycholinguistics	motivated	preference	modeling	along	
with	the	formal/lexical	constructions	of	meaning.	
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