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The analysis presented in [1] is based on an approach suggested by Walter Mebane et al. in [3] and later used by Mebane in [4]. In this approach (following Klimek et al [2]) the voting process is modeled by a mixture of several distributions that correspond to “fair counting”, “incremental fraud” and “extreme fraud”. Authors then try to apply the expectation-maximization (EM) algorithm to find the parameters of the model that maximize the finite mixture likelihood. This makes perfect sense if done correctly. However, Mebane [3, page 10] writes:

The likelihood for a finite mixture model can be written as

\[ \mathcal{F}(W, A | N; \Psi) = \sum_{j \in \{0, i, e\}} f_j \prod_{i=1}^{n} g_{W_i}(W_i | N_i; \Psi) g_{A_i}(A_i | N_i, \Psi) \]  

(7)

where \( f_0, f_i, f_e \) are probabilities with \( f_0 + f_i + f_e = 1 \).

This expression (reproduced also as (6) in [4] and in Section 3 of [1]) does not represent the likelihood for finite mixture model correctly (it assumes that the choice between three possibilities is done once, while in the model it is done independently for each point), and its maximization makes no sense. Indeed, the expression being maximized, considered as a function of \( f_0, f_i, f_e \), is a linear function on the triangle \( f_0 + f_i + f_e = 1 \), \( f_0, f_i, f_e \geq 0 \). Such a function always reaches maximum at some vertex of this triangle. If a maximization algorithm is applied to this function and gives a point that is an internal point of the triangle (all three parameters are positive, as it happens in [1, 4]), this means that

- either maximization algorithm does not work correctly and produces an internal point of triangle where the expression is not maximal,
- or the function is constant on the triangle, and every point of the triangle gives the same maximal value.

In both cases the values of \( f_0, f_i, f_e \) provided by the maximization algorithm do not make sense for obvious reasons.

It is theoretically possible that the actual software implementation of the EM-algorithm was correct, and the incorrect formula was used just for publication. One can only guess whether it was the case; still the significant difference between the results obtained in [4, 1] and the initial estimates given in [2] (using a much simpler alternative approach) makes this conjecture less plausible.
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