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Breathing detection from tracheal sounds in both temporal and
frequency domains in the context of phrenic nerve stimulation

Xinyue LU1,2, David GUIRAUD1, Serge RENAUX2, Thomas SIMILOWSKI3, Christine AZEVEDO1

Abstract— Electrical stimulation of the phrenic nerves via
implanted devices allows to counteract some disadvantages
of mechanical ventilation in patients with high tetraplegia or
Ondine’s syndrome. Existing devices do not allow to monitor
breathing or to adapt the electroventilation to patients’ actual
needs. A reliable breathing monitor with an inbuilt alarm
function would improve patient safety. In our study, a real-
time acoustic breathing detection method is proposed as a
possible solution to improve implanted phrenic stimulation. A
new algorithm to process tracheal sounds has been developed. It
combines breathing detection in both temporal and frequency
domains. The algorithm has been applied on recordings from
18 healthy participants. The obtained average sensitivity, speci-
ficity and accuracy of the detection are: 99.31%, 96.84% and
98.02%, respectively. These preliminary results show a first
positive proof of the interest of such an approach. Additional
experiments are needed, including longer recordings from
individuals with tetraplegia or Ondine Syndrome in various
environments to go further in the validation.

I. INTRODUCTION

Individuals with a central respiratory paralysis, are es-
sentially supplied by mechanical ventilation. In France,
around 44 new high tetraplegia per year induce a ventilatory
dependence. There are also about 60 congenital central
alveolar hypoventilation in which 10%-15% patients have
a ventilatory dependence [1].

However, severe drawbacks of mechanical ventilation are
reported: (1) the induced positive pressure disturbs the ve-
nous return [2], (2) ventilators are noisy and limit mobility
which reduces the quality of life, (3) tracheotomy may cause
respiratory infections, loss of olfaction and impossibility to
speak [3]. In the case where phrenic nerves and diaphragm
remain functional, the mechanical ventilation can be replaced
by an implanted phrenic stimulation device which could
cancel some of the disadvantages mentioned above. Further-
more, phrenic stimulation induces a more natural respiration
and reduces health care costs [2][3].

The main disadvantage of implanted phrenic stimulation is
that it stimulates at a fixed frequency and intensity preset into
the external controller unit. Therefore, the stimulation does
not adapt to patients’ respiratory state. For example, high
tetraplegia requires more respiratory volume while sitting
than in lying position [4]; patients with Ondine syndrome do
not need a permanent stimulation all day long. Indeed, they
still have some remaining spontaneous respiratory cycles.
Finally, the absence of a reliable respiratory monitoring
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system makes most of patients switching to mechanical
ventilator during nighttime.

The gold standard for apnea/hypoventilation evaluation
is the polygraph, which includes an pulse oximeter and
at least one respiratory flow sensor [5]. In a clinical use,
flow sensors could be nasal cannula, pneumotachograph,
thermistor or plethysmograph. But these sensors need to be
placed over the face or are sensitive to patient’s movements.
They are therefore not compatible with an implanted phrenic
stimulation system which is portable and for a daily living
use. With this in mind, we investigated an acoustic method.
The proposed tracheal sounds recording requires only one
tiny microphone fixed on the neck, which is the only physical
contact with the patient. Another advantage of the absence of
electrical contact with the user guarantees that the detection
method will not influence the stimulation system.

For a better quality of signal, the best place for tracheal
sounds recording is at suprasternal notch [6]. Many previous
studies have shown some positive results on respiration
analysis from tracheal sounds in sleep apnea, especially for
obstructive sleep apnea. Their detection algorithms are either
based on the envelope of sounds signals (in time domain)
[6][7][8][9][10], or based on sounds spectral power (in
frequency domain) [11][12][13][14][15][16]. Some groups
also use statistical methods for respiratory phase detection
and classification [17], and even for air flow estimation
[18][19][20][21] associated with sounds entropy or the log of
the sounds variance. But only few methods are developed for
real-time applications (processing delay within seconds) with
robustness requirements, indeed, all these studies have been
carried out in quiet and controlled acoustic environments
with stable sources of noises, and with limited movements
of the subjects (during sleep).

The present study aims at a real-time and continuous
breath detection (day and night), even during wakefulness in
noisy environments. We proposed a new algorithm to detect
respiration phases, by combining the signal processing both
in the temporal and the frequency domains. We assessed the
performances of the algorithm in emulated noisy environ-
ments.

II. MATERIAL AND METHODS

A. Equipment

Tracheal sounds are recorded by an omni-directional mi-
crophone (pro-signal, ABM-705-RC), which is inserted into
a 3D printed bell-shape support [6]. This support is fixed at
the suprasternal notch by using a medical rubber bandage



(fig. 1). The microphone signal is amplified (x230) and fil-
tered (100Hz-1200Hz, Band-pass second order Butterworth,
custom made) in order to keep only the frequencies which are
relevant for detecting airflow sounds [12]. The signal is then
digitized at 4.6 kHz, 16 bits, using a NUCLEO-F429ZI card.
Data are transferred to a PC and processed using MatlabTM

software.

Fig. 1: position of microphone

B. Protocol

In this study, 18 healthy subjects (4 women and 14 men
aged from 20 to 60 years old) participated. Signals were
recorded in a sitting position. All recordings are performed
in the same room and with a similar quiet environment.

Each recording lasted 30s. The procedure consisted in 3
succeeding phases: (1) breathing normally during the first
10s, (2) expiring and then holding respiration for 10s, (3)
breathing normally again for the last 10s.

III. DETECTION ALGORITHM

For each processing cycle, 3 segments of 1024 samples
(s(n)) are treated with an overlapping of one segment. The
length of overlapping corresponds the processing delay, here
is 1024/fs ≈ 0.22s. This delay is within the acceptable
alarm delay for stimulation system, which is around 3s.

As the detection flow diagram in Fig. 2 shown, s(n) is
first filtered by a 6th order high-pass Butterworth filter at 300
Hz to remove cardiac noises. The filtered respiratory signal
r(n) is processed both in temporal and frequency domains
and the obtained results are then combined to get the final
detection d(n). Three parameters (in red) ratio T , ratio F
and ratio adapt are patient-dependent and are presented
below.

A. Temporal domain

A 2nd order low pass Butterworth filter is used on the
energy of the temporal signal, i.e. 2∗r(n)2, to get its envelope
e(n). The cut-off frequency is around 1 Hz (corresponding to
cut-off pulsation ωn = 0.01 rd.s�1). During holding breath,
information from environment noises are used to set patient-
specific thresholds as it is considered as an apnea period. The
minimum temporal threshold S T is obtained by multiplying
the ratio T with the mean of the envelope amplitude during
apnea (12s-19s). For each detected respiratory event (inspira-
tion, expiration and pause/apnea), its’ begging (T beginning

temp )

Fig. 2: Diagram of the detection algorithm

and ending points (T ending
temp ) are noted to calculate its center

time T center
temp . Furthermore, one detected respiratory event is

rejected if it lasts less than 0.4s.

B. Frequency domain

In the frequency domain, the filtered signal is divided into
3 segments of 1024 samples (rseg(k)). FFT is applied on
each segment with Hanning window (Rseg(k)). Depending
on the recording device, the main respiratory frequency band
could be different [22]. In this study, as shown in Fig. 3,
normal respiration frequency contents are centered between
300 Hz and 900 Hz. The best discrimination was obtained
with the power spectral density PSD(m) of each segment
computed between 300 Hz and 600 Hz:

PSD = (

600X
k=300

Rseg(k)
2)/1024 (1)

The minimum threshold is obtained by multiplying the
ratio F with the mean PSD during apnea (12s-19s). In
addition, a moving threshold is also applied to adapt different
density levels; for example, stronger breathing occurs after
apnea. This adaptive threshold is obtained by multiplying
the ratio adapt with the mean PSD(m) over 3 segments:
the previous, the actual and the next segments. As in tem-
poral domain, the beginning (T beginning

freq ) and ending points
(T ending

freq ) for each detected event are noted to get centered
time T center

freq .

Fig. 3: Spectrum of one original recording (before filtering)



C. Combination

For the same respiratory event, detection result may have
a little time lag in different domains. This time lag can’t
exceed the minimum duration for one normal inspiration or
expiration, which is around one second. So the respiratory
event will be finally validated if the time lag |T center

temp −
T center

freq | is less than 1 s. Then, the result d(n) depends
on T beginning

temp and T ending
temp because detection in temporal

domain is more accurate if S T is well defined.

IV. RESULTS AND EVALUATION OF THE
DETECTION ALGORITHM

An example of one breathing detection result is shown in
Fig. 4. Three detection signals are illustrated in this figure:
the temporal detection is in orange, the frequency detection
is in green and the combined detection is in yellow. All
detection signals have two states, indicating if there is a
respiratory event (high) or not (low). In this example, all
respiratory events are successfully detected.

Fig. 4: Detection result obtained with one recording of one
subject.

The algorithm is evaluated on its specificity, sensitivity
and accuracy, which are defined as follows:

Specificity =
TN

TN + FP
(2)

Sensitivity =
TP

TP + FN
(3)

Accuracy =
TP + TN

TP + TN + FP + FN
(4)

where TN , FP , TP and FN are the number of true
negative, false positive, true positive and false negative,
respectively.

The scores for these 3 indexes have been computed for all
18 subjects and are plotted in figure 5. With a mean value of
99.31%, 96.84% and 98.02% for specificity, sensitivity and
accuracy, respectively.

V. DISCUSSION/CONCLUSION

Temporal detection can help eliminating short intermittent
noises by analyzing the duration of the detected event. An
example is shown in figure 4, the short noise at 24th second

Fig. 5: Detection results evaluation

is eliminated by the temporal detection even though it is
considered as a respiratory event in the frequency domain.

Frequency detection is useful for discriminating sounds
without specific peaks or amplitudes in the time domain, such
as breathing and snoring [16]. Some noises appear during
apnea shown in Fig. 6. They are detected in temporal domain,
but are rejected by the frequency detection because their
main frequency bands are different to the one of respiration.

Fig. 6: Frequency detection helps in eliminating long noises

The reason why temporal detection has better event timing
accuracy is that it reacts on each sample, whereas frequency
detection can only detect on segments of 1024 samples. For
the same reason, frequency detection may detect twice the
same event, just like the detection at 27th second in Fig. 4.
But thanks to the combination method by checking detected
events distance, these repeated detected events are avoided.

In the case of phrenic stimulation, the first aim is to
determine when the patient stops breathing. We should avoid
false positive detection of respiration so a high specificity.
Even if the timing of each respiratory event is not accurate,
the result will not lead to a dangerous situation for patients.
The definition of apnea is an absence of respiratory air flow
for more than 10s [5]. It means that the lowest acceptable
condition is when missing maximum 10s respiration per
minute, which corresponds to specificity and accuracy of
82.86% and 90.48%, respectively. The proposed algorithm
gives 99.31% of specificity and 98.02% of accuracy, this
result is far more than the minimum values mentioned above.
We have also tested the developed algorithm on a 60s
recording for one subject, with 6 phases of 10s corresponding
to: (1) normal respiration, (2) apnea, (3) normal respiration,
(4) speech, (5) normal respiration, (6) normal respiration with



a played video at background. The corresponding detection
result is showed in figure 7. The specificity, sensitivity and
accuracy are 100%, 97.22%, 98.59%, respectively. This re-
sult meets also the minimum requirements mentioned before.

Fig. 7: Detection result with speech and background noises

The proposed algorithm has a better detection result com-
pared to a similar continuous breathing detection study done
by Kalkbrenner et al. [16] which showed a detection rate of
21%-80% for respiratory detection. But their study detects
also heartbeats and movements which gives a more complete
monitoring. A more recent study of the same group [9]
advance in result with a sensitivity of 92.8% and a specificity
of 99.7%. But this algorithm, based on temporal domain
with 3 envelopes, needs to scan the entire recording, so it
cannot be applied in real-time, and is not adapted to phrenic
stimulation system monitoring.

The downside of our study is that the proposed algorithm
is only applied on 18 recordings from 18 subjects, and that
each recording lasts only 30s that is much shorter than those
of other studies. More recordings are needed from target
patients. This method depends on several subject individual
parameters. With the proposed adaptive threshold detection
in frequency domain, we obtained accurate results in these
short recordings. The threshold decision method still needs
to be improved to be used in real-time. The sensitivity of
the detection performances to these parameters will also be
precisely evaluated in the future. Furthermore, the presence
of respiratory events is only verified by hearing and observ-
ing recordings which may cause a miss of precision. Future
recordings synchronized and compared with other reference
signal, such as pneumotachography, plethysmography, etc.
are needed.

On the other hand, the analysis based on sounds is sensi-
tive to noise, a noise reduction algorithm may be useful. Even
respiratory features vary a little bit between each subject,
but the recorded signal is still repetitive. In this case, a
detection based on AI in tracheal sounds may be more
efficient. To adapt to most of daytime environments and to
have more robust detection, it could combine more various
detection methods, such as seismograph (pulse oximeter),
phonocardiogram (cardiac sounds), etc.
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