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Abstract—Approximate Computing (AxC) is increasingly emerging as a new design paradigm to produce more efficient computation systems by judiciously reducing the computation quality. In particular, AxC has been successfully applied to Integrated Circuits (ICs), in the last years. Hence, concerning the test of such new class of ICs, namely Approximate Integrated Circuits (AxICs), new challenges – as well as new opportunities – have emerged. In this survey, we provide a thorough analysis of issues related to test procedures for AxICs and review the state-of-the-art techniques to deal with them. We resort to an illustrative example having the twofold aim of: (i) guiding the reader through the AxIC testing challenges and (ii) illustrating the existing solutions to correctly overcome them, while suitably taking advantage of opportunities coming from approximation. We analyze experimentally the most recent testing techniques for AxICs and highlight their mature aspects, as well as their shortcomings. Experimental outcomes show that the testing process for AxIC is not completely mature. Indeed, only under specific conditions existing testing procedures achieve good results.

Index Terms—Testing, Approximate integrated circuits, Approximate computing, Hardware test, Robustness, Circuit faults, Automatic test pattern generation, ATPG, Approximation-aware test methodology, Test pattern, Production errors, Approximation-aware testing.

I. INTRODUCTION

D ESPITE significant energy efficiency improvements in the semiconductor industry, computer systems consume more and more energy [1]. In addition to that, a new kind of applications – usually referred to as Recognition, Mining and Synthesis (RMS) applications – is increasingly deployed in mobile devices and on Internet of Things (IoT) structures. Therefore, it is necessary to improve the next-generation silicon devices and architectures on which these applications will run. The inherent resiliency property of RMS applications has been thoroughly investigated over the last few years [1]–[4]. This interesting property leads RMS applications to be tolerant to errors – as long as their results remain close enough to the expected ones. Approximate Computing (AxC) [1], [2] is an emerging computing paradigm which takes advantage of the inherent application resiliency. AxC has gained increasing interest in the scientific community in the last years. It is based on the intuitive observation that selectively relaxing non-critical specifications may lead to improvements in power consumption, run time, and/or chip area. Therefore, several methodologies have been proposed to automatically identify and characterize the resilient parts of computer systems [4]–[12]. AxC has been applied to the whole digital system stack. Specifically, three main categories of Approximate Kernels (AxKs) have been identified, i.e., software-level AxKs, architectural-level AxKs, and circuit-level AxKs [1].

Software-level AxKs have been developed to provide programmers with the possibility to realize complex yet energy-efficient programs. This task is possible thanks to the abstraction of the approximation concept by means of approximation-aware (ax-aware) programming languages [11]–[13], ax-aware correctness analysis engines [14]–[19], and ax-aware compilers [20], [21].

At architectural-level, obtaining high-performance processing units at a low-energy cost, and memories and storage units with a good trade-off between performance and density, are ideal goals for designers. Architectural-level AxKs introduced the computation quality as a new parameter to push further next generation hardware components. Indeed, by sacrificing some quality, designers can further improve performance of computation units [22]–[25], density and energy efficiency of memories [26]–[32] and storage units [33].

Finally, circuit-level AxKs have been applied basically in two ways: (i) over-scaling and (ii) functional approximation. Over-scaling consists in lowering the Integrated Circuit (IC) supply voltage to reduce its energy consumption. If the circuit is systematically designed to benefit from over-scaling [34], [35], the timing errors are negligible compared to the energy gain. Nevertheless, the energy gain of over-scaling techniques turns out to be small [1]. Therefore, a considerable amount of work has been presented on circuit functional approximation: the circuit functionality is systematically changed – thus, some controlled errors are introduced – to achieve energy-efficient circuits. Circuit error can be measured according to different error metrics [36]. Three main approaches have been used to design Approximate Integrated Circuits (AxICs):
1) Ad-hoc approximate circuits, such as adders [37–51], multipliers [49–71], dividers [72–85], square root [85], and Multiply-and-ACcumulate (MAC) [86], [87]. A recent review of these studies can be found in the work by Jiang et al. [88].

2) Automatic approximate circuit synthesis methodologies [89–110].

3) Hardware neural accelerators to implement approximate functions [24], [111], [112].

This work focuses on digital AxICs, regardless of the approach employed to obtain them. Since approximation changes the IC behavior, it is important to revisit test and verification techniques to adapt them to AxICs. AxIC verification has been thoroughly investigated in previous studies. Specifically, formal verification methods have been applied to combinational AxICs [101], [113], [114] and sequential AxICs [114], [115].

We focus more specifically on testing aspects of AxICs. Previous research works [116]–[118] have shown that circuit approximation raises challenges for testing procedures, but also opportunities. On the one hand, the occurrence of a defect in the circuit can lead it to produce unexpected catastrophic errors. On the other hand, some defects can be tolerated, when they do not induce errors over a certain level. If properly investigated and managed, this phenomenon could lead to increase the number of circuits passing the test phase. This is usually referred to as production yield increase. Indeed, selling acceptably-functioning circuits – that still respect the user requirements, despite the defects – would increase the profit of the semiconductor companies. This is especially critical due to the effect of process variability on CMOS technologies. Indeed, CMOS technologies at nano-scale have increasingly negative performance in terms of circuit yield and reliability [119]. To take advantage of the opportunity offered by AxICs, conventional test flow should be revisited.

Therefore, Approximation-Aware testing (AxA testing) comes into play. We identify three main AxA testing phases:

1) AxA fault classification,
2) AxA test pattern generation,
3) AxA test set application.

Briefly, fault classification has to divide faults into catastrophic (to test) and acceptable (not to test), according to a metric; test pattern generation has to produce tests able to cover all the catastrophic faults and, at the same time, to leave acceptable faults undetected; finally, the test set application role is to analyze the test outcomes and classify AxICs accordingly, into catastrophically faulty, acceptably faulty, and fault-free. Only AxICs falling into the first group will be rejected. Ultimately, this leads to a yield increase compared to the conventional test flow.

In this work, we thoroughly discuss the three AxA testing phases. Moreover, we review and evaluate the existing AxA testing techniques. We propose new metrics to accomplish the evaluation, and we perform extensive experiments to measure the effectiveness of state-of-the-art techniques. Obtained results show good maturity of fault classification and test pattern generation approaches, while some problems emerge concerning test set application techniques. In fact, only under specific conditions, existing test set application techniques achieve satisfactory results. The remainder of this paper is organized as follows.
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II. BACKGROUND

In this section, we report some basic concepts, useful to fully understand the context and the motivation of this work. Firstly, we briefly describe the test process of conventional ICs. Secondly, we show how inherent properties of AxICs have led the scientific community to reconsider the procedures to test them.

A. Conventional IC test process

In IC manufacturing process or in the IC lifetime, physical defects may impact the circuit functionality. Therefore, tests are applied to ICs after their manufacture and during their lifetime, to detect corrupted ones. Being a fault defined as the logical manifestation of a defect, several fault models have been proposed in the literature to abstract the defect concept [120]. The most popular fault model used in practice is the Stuck-At Fault (SaF) model. In this abstraction, a circuit net is considered to be permanently set at a constant logic value, either ‘0’ or ‘1’. Furthermore, the Transition fault (TF) model is used for representing delay defects, which prevent the correct data from reaching outputs at the right time. In many parts of this work, we refer to such fault models.

In the context of conventional IC test, any difference between the IC nominal behavior and the manufactured IC behavior leads to reject the circuit. The conventional testing flow is briefly reported below. Once a fault model has been chosen, an Automatic Test Pattern Generator (ATPG) takes into account all the possible faults of the Unit Under Test (UUT). Then, the ATPG begins a deterministic procedure aiming at generating input sequences – called test patterns – to sensitize the highest number of fault locations and produce detectable differences at outputs. The Fault Coverage (FC)
metric is used to measure the test quality. FC is defined as the ratio of the number of faults detected by a set of test patterns to the total number of faults in the fault list. Faults can be classified by the ATPG as detectable, redundant, and undetectable. At least one test pattern exists to test faults labeled as detectable. Redundant (or untestable) faults – which do not alter the circuit function – have no possible test patterns able to detect them. Finally, faults are called undetectable when the ATPG is not able to classify them, due to algorithmic limitation or due to constraints imposed by the ATPG itself or by the test engineer. Once the test set is ready, it is actually applied to manufactured ICs and the outcomes are analyzed: if there is any difference between IC test responses and expected values, the test engineer. Once the test set is ready, it is actually applied to manufactured ICs and the outcomes are analyzed: if there is any difference between IC test responses and expected outcomes are analyzed: if there is any difference between IC test responses and expected

\begin{align}
WCE & = \max_{i \in I} \left| O^{\text{approx}}_i - O^{\text{precise}}_i \right| \\
\text{MAE} & = \frac{\sum_{i \in I} \left| O^{\text{approx}}_i - O^{\text{precise}}_i \right|}{2^n} \\
\text{MSE} & = \frac{\sum_{i \in I} \left( O^{\text{approx}}_i - O^{\text{precise}}_i \right)^2}{2^n} \\
\text{EP} & = \sum_{i \in I: \ O^{\text{approx}}_i \neq O^{\text{precise}}_i} \frac{1}{2^n} \\
WCBFE & = \max_{i \in I} \sum_{j=0}^{n-1} (O^{\text{approx}}_{i,j}) \oplus (O^{\text{precise}}_{i,j}), i \in I
\end{align}

where:
- \( i \in I \) an input value within the set of all possible inputs \( I \)
- \( O^{\text{precise}}_i \) precise output integer representation, for input \( i \)
- \( O^{\text{approx}}_i \) approximate output integer representation, for input \( i \)
- \( n \) number of input signals to the circuit
- \( O_{i,j} \) j-th bit of the \( O_i \) output (precise or approx)

The goal of the next sections is to thoroughly describe AxA testing phases and to discuss in detail all the issues.

### III. APPROXIMATION-AWARE TESTING

In the context of approximate circuits (AxICs), the role of testing has to be reconsidered. Indeed, in presence of a fault, the actual error value at circuit’s output becomes significant.

#### A. AxA testing principles

According to Chandrasekharan et al. [121], we classify AxIC faults into two groups, i.e., non-redundant faults and approximation-redundant (ax-redundant) faults. Non-redundant faults lead to error values higher than the acceptable threshold (i.e., catastrophic faults). Those faults must be detected in the testing phase. Conversely, ax-redundant faults cause error values lower than the threshold (i.e., acceptable faults). Those faults must not lead to AxIC rejection. Therefore, in this context, the test objective is twofold:

1. avoid that AxICs affected by non-redundant faults are shipped to customers;
2. ensure that AxICs affected by ax-redundant faults are not rejected.

The general and fundamental underlying assumption is the single fault condition, widely used in test techniques [120]. The AxA testing key advantage is the yield increase. Indeed, avoiding the detection of ax-redundant faults leads to reject fewer circuits, while guaranteeing that the AxICs shipped to the customer still respect error constraints.

Some studies in the literature proposed a similar idea. The threshold testing [122] was proposed in order to increase the production yield of conventional circuits (i.e., non-approximate circuits). A similar approach was adopted by Sindia et al. [123] to functionally classify conventional ICs...
and increase the yield. Although these approaches were not applied in the AxIC context, they are examples of non-conventional testing. In these techniques, the criterion to identify acceptable faults is defining a threshold based on the numerical error magnitude (see Equation 1) observed at circuit outputs. By imposing test generation constraints, authors were able to produce test patterns targeting non-acceptable faults. Specifically, a given input sequence could generate either an error higher than the threshold or lower, in presence of a detectable fault. In the first case, authors classified such fault as non-acceptable. Thus, they included the input sequence in the test-set. Conversely, if no input sequence could sensitize above-threshold errors for the given fault, they classified it as acceptable. In this way, they were capable to classify faults and generate test patterns only for non-acceptable faults at the same time. Nevertheless, a test sequence detecting a non-acceptable fault could still detect an acceptable one. Therefore, the authors of threshold testing proposed an enhanced test set application phase to verify whether test response errors were under the threshold or not. These techniques were applied only to non-approximate ICs and by considering only error magnitude metric. Thus, they can be considered as a special case of AxA testing [116].

In the next subsection, we introduce an illustrative example to suitably present the AxA test phases along the manuscript.

B. Illustrative example

Let us introduce a simple example, shown in Figure 1. We will refer to it all along the manuscript to discuss the different aspects of the AxA testing. In the figure, we report a 1-bit full adder (1a) and an approximate version of it (1b). We obtained the approximate version by simply setting the output \( C_o = 0 \) in the full adder and re-synthesizing the circuit. This functional approximation led to a more efficient circuit, i.e. with reduced area (2 logic gates instead of 5) and lower delay (2 logic levels instead of 3), but with some errors at outputs. Figure 1c reports the truth tables of both circuits. For the reader convenience, we also report the integer representation of both the circuit outputs ("Int" column). As reported in Figure 1d, by considering all the possible circuit inputs \( i \in I \), we can calculate the error values according to metrics described by Equations 3, 4, 5, 6, and 7. Values reported in Figure 1d are a direct consequence of the approximation. They constitute the error threshold values of the AxIC, fixed by specification and known at design time. Depending on the application context within which the AxIC will be utilized, considering a specific error threshold can be more appropriate than another. Erroneous values produced by the AxIC are supposed to be never higher than the error threshold considered for the final application. However, in the manufacturing phase or during AxIC lifetime, some defects can occur. As a result, the output’s error value can unexpectedly be higher than the threshold. Therefore, the fault classification has to divide ax-redundant from non-redundant faults, according to the desired error metric and threshold. Then, the test pattern generation aims at producing test sets to detect only the non-redundant ones. Finally, in the test set application test responses are analyzed to reject only catastrophically faulty circuits, ultimately increasing the final yield.

IV. AxA FAULT CLASSIFICATION

In AxA testing, the fault classification needs to be extended to take into account error metrics. In this perspective, the class of detectable faults is extended by including the two aforementioned ax-redundant and non-redundant sub-classes of faults. To measure the part of detectable faults classified as ax-redundant, we introduce the expected Yield Increase (eYI), expressed as follows:

\[
eYI = \frac{\text{ax-redundant faults}}{\text{total faults}}
\]  

The purpose of such a metric is to establish an upper bound to the achievable yield increase.

In the next subsection, we discuss how different classes of error metrics impact the fault classification complexity.

A. Problem statement

In Table I, we report the error threshold value alterations caused by all possible Stuck-at faults in the approximate full adder (Figure 1). We highlight in red solid-bordered boxes the non-acceptable error values, i.e. higher than the respective thresholds \( t \) (Table 1d). Hereinafter, we use the notation...
Fig. 2: (a) Error profile of the fault-free approximate circuit; (b) approximate circuit error profile in presence of the Sa0@a fault; (c) approximate circuit error profile in presence of the Sa1@a fault; (d) approximate circuit error profile in presence of the Sa1@e fault.

TABLE I: Approximate full adder error metric values for all possible Stuck-at faults, under single-fault assumption.

<table>
<thead>
<tr>
<th>Fault WCE</th>
<th>MAE</th>
<th>MSE</th>
<th>EP</th>
<th>WCBFE</th>
</tr>
</thead>
<tbody>
<tr>
<td>t=2</td>
<td>t=1</td>
<td>t=2</td>
<td>t=0.5</td>
<td>t=1</td>
</tr>
<tr>
<td>Sa0@a</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>0.625</td>
</tr>
<tr>
<td>Sa1@a</td>
<td>2</td>
<td>1.25</td>
<td>2</td>
<td>0.875</td>
</tr>
<tr>
<td>Sa0@b</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>0.625</td>
</tr>
<tr>
<td>Sa1@b</td>
<td>2</td>
<td>1.25</td>
<td>2</td>
<td>0.875</td>
</tr>
<tr>
<td>Sa0@c</td>
<td>2</td>
<td>1</td>
<td>1.5</td>
<td>0.75</td>
</tr>
<tr>
<td>Sa1@c</td>
<td>3</td>
<td>1.25</td>
<td>2.5</td>
<td>0.75</td>
</tr>
<tr>
<td>Sa0@d</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>0.625</td>
</tr>
<tr>
<td>Sa1@d</td>
<td>3</td>
<td>1.25</td>
<td>2</td>
<td>0.875</td>
</tr>
<tr>
<td>Sa0@e</td>
<td>3</td>
<td>1.5</td>
<td>3</td>
<td>0.875</td>
</tr>
<tr>
<td>Sa1@e</td>
<td>2</td>
<td>0.75</td>
<td>1</td>
<td>0.625</td>
</tr>
</tbody>
</table>

SaX@N to indicate a “stuck-at-X affecting the net N”, where X can be either the value 1 or 0 and N is the label of the net. The reader can refer to Figure 1b for the net labels. By observing Table I, we can firstly remark that not all the metrics are impacted by the same faults. While all the faults impact EP and WCBFE, some faults affect the WCE and not MAE and MSE; some others have an effect on the MAE and not on WCE and MSE. Furthermore, in some particular cases, faults even reduce the observed error (green dash-bordered boxes in Table I).

Moreover, we report in Figure 2a the error magnitude (EM) profile of the fault-free approximate circuit (i.e. the circuit produces errors due to the approximation and not due to defects); also, three EM profiles in presence of a fault are reported. Specifically, we show the EM profile for the following faults: Sa0@a (Figure 2b), Sa1@a (Figure 2c), and Sa1@e (Figure 2d). The figures show how the EM profile changes differently, depending on the fault. As a result, the errors measured by the different metrics change, too. The fault impact on MAE and MSE depends on the variation of each bar in the graph. In other words, it depends on the EM of the faulty AxIC for each possible input. Similarly, the impact of the fault on the EP depends on the variation of the total number of input vectors generating an error. Conversely, WCE and WCBFE values change only if the maximum possible error changes, as a result of the fault.

To classify the fault as non-redundant according to the WCE metric, it is sufficient to prove the existence of an input vector leading the error to exceed the WCE threshold. This is the case for Sa0@a (Figure 2b). The input vector ’111’ leads to EM = 3. Conversely, if we can prove that such input vector does not exist (as for some other faults, in the example), we can classify the fault as ax-redundant w.r.t. the WCE metric. As we will show in the next subsection, existing techniques deal with this task fairly easily.

On the other hand, when performing the classification according to metrics such as MAE, MSE and EP, the task becomes more complex. Since each input vector contributes to the final error measure, finding a single input vector for which the fault effect increases the EM is not enough to classify the fault as non-redundant w.r.t. MAE, MSE and EP. In fact, we could find another vector j “balancing” the effect of i. In our example, in the case in Figure 2b, we can see how the vectors ’010’, ’011’, ’110’, and ’111’ “balance” each other effects: some vectors increase the error value, some others decrease it, ultimately leading to a null effect on MAE and MSE metrics. Therefore, we need to measure the fault impact on the final error for all possible circuit input vectors. When the complexity of the measure becomes unmanageable, a workload-dependent subset of input vectors can be used.

In conclusion, it turns out to be less complex to evaluate the impact of a fault when using metrics for which only a single condition has to be verified, as for the WCE. Henceforth, we refer to those metrics as single-condition-test (SCT) metrics. Conversely, classifying faults according to metrics which involve the calculation of a mean is an O(2^n) complexity problem, where n is the number of input bits. We refer to such metrics as Mean-Error metrics.

In the literature, some works have been performed regarding fault classification. Each one focuses on particular metrics. The two next subsections describe the state of the art of AxA fault classification techniques.

B. SCT-metric-aware fault classification

Concerning fault classification according to SCT metrics, all the proposed works are based on a common idea. To present it, let us refer to the aforementioned full adder example (Figure 1), using the WCE as SCT metric. The maximal amount of allowed error (threshold t) according to the WCE is
2. The AxIC is considered faulty if it produces any deviation $\delta$ from the precise value which is greater than 2. Any fault $f$ modifying the AxIC output can either lead to reject the circuit ($\delta > 2$, non-redundant fault) or not ($\delta \leq 2$, ax-redundant fault). Therefore, to classify a fault as non-redundant, the existence of an input vector $i$ leading the faulty AxIC to exhibit $\delta > 2$ has to be demonstrated. If such vector does not exist, then the fault is classified as ax-redundant. To do so, a delta module calculating the deviation caused by $f$ can easily be embedded in the scheme represented in Figure 3. A digital circuit can easily implement the mentioned scheme. By using an Automatic Test Pattern Generation (ATPG), one can find the aforementioned input vector $i$, if it exists. Likewise, one can also resort to a Boolean satisfiability problem (SAT) formulation to represent the scheme. By solving the SAT problem, one can prove whether the input vector $i$ exists or not. Both the mentioned techniques formally prove whether the vector $i$ exists or not [116]. Concerning the full adder example, the vector $i$ exists for five out of ten faults, classified as non-redundant according to WCE metric.

Chandrasekharan et al. [121] proposed a SAT-based solution for classifying faults in the AxIC context. For each fault in the fault list, they created a SAT problem instance and resolved it to classify the fault. They used WCE and WCBFE as SCT metrics. Once the non-redundant fault list is obtained, they used conventional ATPG to generate the final test set. Another SAT-based solutions was proposed by Gebregiorgis et al. [124] to classify faults according to the WCE metric and obtain test patterns to detect non-redundant faults (see Section V). Finally, we proposed [125] an ATPG-based fault classification for AxICs. We utilized the efficient ATPG structural algorithms for classifying faults according to the WCE metric and, at the same time, obtaining test patterns detecting non-redundant faults (see Section V). All the three techniques in [121], [124], [125] achieved good results in terms of fault classification.

Chandrasekharan et al. [121] performed experiments on a large set of AxICs. Specifically, they used 16-bit adders [37], [40], [43], [46], some arithmetic designs proposed by Aoki Laboratory [126], along with EPFL [127] and ISCAS-85 [128] benchmarks. They targeted the Stuck-at-Fault model. Table II reports experimental results from their work [121]. Results show significant expected Yield Increase (eYI) (Equation 8) values, especially when using the WCE metric. Indeed, on average, the eYI is between 33% and 58% with a maximum of 81%. For the WCBFE metric, results show an average between 29% and 45% with again a maximum of 81%.

Gebregiorgis et al. [124] performed experiments on some circuits of the AxBench suite [49]. Specifically, they used some floating-point circuits (Adder, Comparator, Multiplier, Divider, and Sqrt) and two fixed-point circuits (Multiplier and Divider) with variable fraction parts (5, 8 and 11 bits). They targeted the Stuck-at-Fault model and investigated different accepted error margins ranging from 5% to 30%. Gebregiorgis et al. [124] expressed their results in terms of Fault Reduction (FR). For example, for a non-redundant faults reduction from 100 to 80 (thus leaving 20 ax-redundant faults), they expressed the result as $FR = \frac{80}{100} = 0.8$. To be consistent with other results reported, we converted their results in terms of eYI by applying the subsequent formula:

$$eYI = 1 - \frac{1}{FR}.$$  

In the above example, $eYI = 1 - \frac{1}{0.8} = 0.2$. By resorting to Equation 8, we find the correct number of ax-redundant faults, i.e. 20. In Table III, we report the eYI results. Also in this case, results show a significant eYI. On average, results range between 13% and 78%.

We applied the ATPG-based classification technique [125] on a large set of approximate state-of-the-art approximate arithmetic circuits [37], [40], [43], [46], [50]. Specifically, we carried out experiments on more than 1100 different AxICs, namely 8-bit and 16-bit adders (Add8, Add16), 8-bit, 16-bit

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
Ax 16-bit adders$^1$ & 38% & 71% & 42% & 16 & 29% & 68% & 10% & 5 \\
Arith designs$^2$ & 47% & 77% & 18% & 3355 & 35% & 81% & 3% & 89 \\
EPFL bench$^3$ & 33% & 62% & 7% & 5833 & 44% & 62% & 11% & 10291 \\
ISCAS-85 bench$^4$ & 40% & 81% & 9% & 302 & 45% & 78% & 3% & 1517 \\
\hline
\end{tabular}
\caption{SAT-based fault classification results [121], in terms of expected Yield Increase (eYI)}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
\textbf{FLOATING-POINT CIRCUITS} & & & & & & & & \\
\hline
\textbf{Error margin} & \textbf{Avg.} & \textbf{Max.} & \textbf{Min.} & \textbf{Avg.} & \textbf{Max.} & \textbf{Min.} & \textbf{Avg.} & \textbf{Time(s)} \\
\hline
\textbf{WCE} & eYI* & & & & & & & \\
\hline
5% & 13% & 32% & 52% & 64% & 73% & 78% & & \\
10% & 19% & 39% & 58% & 71% & 80% & 84% & & \\
15% & 7% & 29% & 47% & 58% & 65% & 68% & & \\

\hline
\textbf{FIXED-POINT MULTIPLIER} & & & & & & & & \\
\hline
\textbf{Error margin} & \textbf{Avg.} & \textbf{Max.} & \textbf{Min.} & \textbf{Avg.} & \textbf{Max.} & \textbf{Min.} & \textbf{Avg.} & \textbf{Time(s)} \\
\hline
\textbf{eYI*} & & & & & & & & \\
20% & 43% & 55% & 65% & 71% & 76% & & \\
30% & 30% & 55% & 66% & 73% & 77% & 80% & & \\
40% & 7% & 20% & 35% & 44% & 53% & 62% & & \\

\hline
\textbf{FIXED-POINT DIVIDER} & & & & & & & & \\
\hline
\textbf{Error margin} & \textbf{Avg.} & \textbf{Max.} & \textbf{Min.} & \textbf{Avg.} & \textbf{Max.} & \textbf{Min.} & \textbf{Avg.} & \textbf{Time(s)} \\
\hline
\textbf{eYI*} & & & & & & & & \\
5% & 15% & 37% & 52% & 63% & 69% & 73% & & \\
10% & 23% & 50% & 64% & 72% & 76% & 80% & & \\
15% & 3% & 14% & 29% & 39% & 47% & 55% & & \\

\hline
\end{tabular}
\caption{SAT-based fault classification results [124], in terms of expected Yield Increase (eYI)}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
\textbf{AC} & \textbf{eYI*} & \textbf{WCE} & \textbf{WCBFE} & \textbf{WCE} & \textbf{WCBFE} & \textbf{WCE} & \textbf{WCBFE} & \textbf{WCE} & \textbf{WCBFE} \\
\hline
\textbf{Ax 16-bit adders} & 58% & 89 & 29% & 68% & 10% & 68% & 89 & 10% & 68% \\
\textbf{Arith designs} & 47% & 77% & 18% & 3355 & 35% & 81% & 3% & 89 & 10% \\
\textbf{EPFL bench} & 33% & 62% & 7% & 5833 & 44% & 62% & 11% & 10291 & 10% \\
\textbf{ISCAS-85 bench} & 40% & 81% & 9% & 302 & 45% & 78% & 3% & 1517 & 10% \\
\hline
\end{tabular}
\caption{SAT-based fault classification results [124], in terms of expected Yield Increase (eYI)}
\end{table}
TABLE IV: ATPG-based fault classification results [125], in terms of expected Yield Increase (eYI)

<table>
<thead>
<tr>
<th>Metric</th>
<th>Avg.</th>
<th>Max.</th>
<th>Min.</th>
<th>Time(s)</th>
<th>Avg.</th>
<th>Max.</th>
<th>Min.</th>
<th>Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SaF</td>
<td>0.19</td>
<td>99%</td>
<td>0%</td>
<td>0.64</td>
<td>1%</td>
<td>81%</td>
<td>61%</td>
<td>0.77</td>
</tr>
<tr>
<td>Add8</td>
<td>55%</td>
<td>84%</td>
<td>1%</td>
<td>1.01</td>
<td>64%</td>
<td>28%</td>
<td>23%</td>
<td>1.04</td>
</tr>
<tr>
<td>Mul8</td>
<td>85%</td>
<td>99%</td>
<td>41%</td>
<td>2.60</td>
<td>87%</td>
<td>42%</td>
<td>2.78</td>
<td></td>
</tr>
<tr>
<td>Mul16</td>
<td>62%</td>
<td>94%</td>
<td>28%</td>
<td>0.96</td>
<td>64%</td>
<td>28%</td>
<td>1.04</td>
<td></td>
</tr>
<tr>
<td>Mul32</td>
<td>85%</td>
<td>99%</td>
<td>41%</td>
<td>2.60</td>
<td>87%</td>
<td>42%</td>
<td>2.78</td>
<td></td>
</tr>
</tbody>
</table>

*eYI: expected Yield Increase

TABLE V: Mean-Error-metric-aware fault classification results of [129], in terms of expected Yield Increase (eYI)

<table>
<thead>
<tr>
<th>Metric</th>
<th>Avg.</th>
<th>Max.</th>
<th>Min.</th>
<th>Time(s)</th>
<th>Avg.</th>
<th>Max.</th>
<th>Min.</th>
<th>Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAE</td>
<td>0.64</td>
<td>12%</td>
<td>0%</td>
<td>448</td>
<td>1%</td>
<td>9%</td>
<td>0%</td>
<td>107</td>
</tr>
<tr>
<td>MSE</td>
<td>0.72</td>
<td>21%</td>
<td>0%</td>
<td>72165</td>
<td>3%</td>
<td>10%</td>
<td>0%</td>
<td>924</td>
</tr>
<tr>
<td>EP</td>
<td>0.72</td>
<td>5%</td>
<td>41%</td>
<td>0.91</td>
<td>55%</td>
<td>28%</td>
<td>23%</td>
<td>1.01</td>
</tr>
<tr>
<td>Add8</td>
<td>55%</td>
<td>84%</td>
<td>1%</td>
<td>1.01</td>
<td>64%</td>
<td>28%</td>
<td>23%</td>
<td>1.04</td>
</tr>
<tr>
<td>Mul8</td>
<td>85%</td>
<td>99%</td>
<td>41%</td>
<td>2.60</td>
<td>87%</td>
<td>42%</td>
<td>2.78</td>
<td></td>
</tr>
</tbody>
</table>

*eYI: expected Yield Increase

and 32-bit multipliers (Mul8, Mul16, Mul32). We resorted to Stuck-at-Fault (SaF) and Transition Fault (TF) models and a commercial ATPG [130], instrumented using the conventional options (static and dynamic compaction). Table IV reports the experimental results that we obtained [125]. Significant eYI values were achieved also with this technique. Indeed, for the majority of the circuits, eYI was above 50%, on average. Only for 8-bit adders it was on average around 19%, when using the SaF model, and 25%, when using the TF model.

In conclusion, when considering SCT-metrics, the state of the art concerning the AxIC fault classification is quite mature. Indeed, existing works extensively contribute to determine the expected Yield Increase (eYI), which is the desired target for the final yield increase.

C. Mean-Error-metric-aware fault classification

As highlighted in Subsection IV-A, classifying faults according to Mean-Error metrics is more complex compared to SCT metrics. We addressed the fault classification problem by considering Mean-Error metrics [129]. We proposed the Fault Filtering Architecture (FFA) shown in Figure 4a. Given a fault, an input vector $i$, and a Mean-Error metric, the FFA is able to determine whether such fault changes or not the metric value for the given vector (i.e., a single bar in Figure 2a) and also to compute the magnitude of the error variation ($\delta_i$ in the figure). Moreover, since we measured the error variation $\delta_i$, we did not need to know the actual error threshold value. Finally, by using the exhaustive set of input vectors $I$ (or an application-workload-related subset $J \subset I$), we performed the classification. Simulating vectors belonging to $I$ (or $J$), while injecting – one by one – all the faults, allowed us to know all the $\delta_i$ values. If the sum of all the $\delta_i$ is greater than 0, the fault is considered non-redundant, otherwise it is considered ax-redundant. Figure 4b sketches the overall flow. We applied the FFA-based technique [129] on small circuits (i.e., 8-bit adders and multipliers from EvoApprox8b library [50]) by using the exhaustive set of input vectors $I$. The simulation produced a detailed $\delta$ report about the fault impact on the EM profile. In Table V, we report the results. We performed fault classification by using MAE, MSE and EP metrics and the Stuck-at-fault model. It was possible to perform the analysis of both MAE and MSE metrics with the same experiments. Therefore, the eYI obtained was the same. In the case of multipliers, up to 21% eYI was obtained when using the MAE and MSE metrics and up to 10% when evaluating EP metric. For 8-bit adders, we achieved up to 12% eYI when considering MAE and MSE metrics and up to 9% in the case of EP. When looking at the average results, for 8-bit multipliers, 7% eYI was achieved for MAE and MSE and 3% for the EP. For 8-bit adders, only 2% eYI for MAE and MSE and 1% for EP were attained. Concerning the average execution time, results showed that it is quite long. This is due to the intrinsic complexity of the problem.

To complete the evaluation of the technique, we extend the experimental results by adding those obtained with the rest of the AxICs, specifically the 16-bit approximate adders and multipliers and the 32-bit approximate multipliers. The whole set of possible inputs for 16-bit AxICs is composed of $2^{64}$ vectors (i.e., all the combinations of two 16-bit operands). For 32-bit multipliers, we reach $2^{64}$ vectors. Therefore, exhaustive analysis is quite time and energy consuming. A workload-dependent analysis helps to cope with such a high complexity. Thus, we performed experiments by using an input vector subset $J \subset I$ generated randomly. In Table VI, we report results obtained with a random input vector set composed of
2^{12} vectors. The table reports only results for MAE and MSE.

<table>
<thead>
<tr>
<th>Fault</th>
<th>MAE avg</th>
<th>MAE max</th>
<th>MAE min</th>
<th>MSE avg</th>
<th>MSE max</th>
<th>MSE min</th>
</tr>
</thead>
<tbody>
<tr>
<td>Add16</td>
<td>2%</td>
<td>10%</td>
<td>0%</td>
<td>10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mul16</td>
<td>12%</td>
<td>61%</td>
<td>1%</td>
<td>181</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mul32</td>
<td>21%</td>
<td>82%</td>
<td>1%</td>
<td>1765</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*eYI: expected Yield Increase

TABLE VI: Mean-Error-metric-aware fault classification results for random workload experiments, in terms of expected Yield Increase (eYI).

since EP values were already 100% by design (i.e., due to the approximation), for the examined AxICs. Consequently, all the faults are ax-redundant by design. As reported in Table VI, an average of 2% eYI was achieved for 16-bit adders, 12% for 16-bit multipliers and 21% for 32-bit multipliers. Examined circuits have intrinsic quite high Mean-Error-metrics thresholds, due to aggressive approximation (see details in the related work [50]). This contributes to the higher eYI values. As expected, execution time of workload-related experiments is reduced, compared to exhaustive ones.

In conclusion, also when considering Mean-Error-metrics the state of the art on AxIC fault classification is quite mature. The task itself is complex if addressed exhaustively. If workload-dependent analysis are carried out, complexity becomes manageable.

V. AXA TEST PATTERN GENERATION

To turn the expected Yield Increase (eYI) into actual gain, we have to go through the other two phases of the AxA test. In this section, we discuss the AxA test pattern generation issue and show the state-of-the-art solutions.

In conventional testing, we generate input sequences to test all the faults classified as detectable. In AxA testing, test patterns should target all non-redundant faults, in order to prevent catastrophic errors at circuit outputs. However, test patterns testing non-redundant faults could also detect an ax-redundant one. This, in turn, would lead to consider the AxIC as faulty, although it is still acceptable. This phenomenon is known as over-testing, i.e., a good product is considered as faulty by the test process. Ultimately, this leads the final yield increment to deviate from the expected one (eYI). Therefore, the obtained test sets should detect as few ax-redundant faults as possible. Therefore, we revisit the concept of test quality by dividing the fault coverage (FC) into ax-redundant FC (axR FC) and non-redundant FC (nR FC), as defined below:

\[
\text{axR FC} = \frac{\text{detected ax-redundant faults}}{\text{ax-redundant faults}} \quad (10)
\]

\[
\text{nR FC} = \frac{\text{detected non-redundant faults}}{\text{non-redundant faults}} \quad (11)
\]

To achieve a high quality test set, the ax-redundant FC has to be kept as low as possible, the non-redundant FC has to be maximized. We introduce another metric to evaluate the effect of the AxA testing procedures on yield, the Yield Increase Loss (YIL), defined below:

\[
\text{YIL} = \frac{\text{detected ax-redundant faults}}{\text{total faults}} \quad (12)
\]

It represents the lost yield increase, due to the detection of ax-redundant faults. The YIL is in the range [0, eYI]. We can observe that the YIL can be expressed also as follows:

\[
\text{YIL} = \text{axR FC} \cdot \text{eYI} \quad (13)
\]

This means that the ax-redundant (axR) FC metric represents the part of eYI that is not actually achieved, after the whole test procedure application.

Two fundamental problems can jeopardize the test pattern generation quality, as far as it concerns AxICs:

1) In order to achieve 100% non-redundant FC, it is not always possible to avoid testing some ax-redundant faults (i.e., ax-redundant FC > 0%).
2) conventional approximation-unaware test generation procedures might not be able to achieve a qualitatively good test set.

The first problem is intrinsic to the structure of AxICs, the second one is relative to conventional test generation algorithms. In this section, we describe and discuss existing solutions related to the second problem. Section VI addresses the first one.

A. Problem statement

Let us refer to the full adder example in Figure 1 to illustrate the issue. In Table VII, we report again the error metric value alterations caused by all possible Stuck-at faults in the approximate full adder. Furthermore, we report all the input vectors detecting each fault.

TABLE VII: Approximate full adder test vectors for all possible Stuck-at faults, under single-fault assumption.

<table>
<thead>
<tr>
<th>Fault</th>
<th>WCE t=2</th>
<th>MAE t=2</th>
<th>MSE t=2</th>
<th>EP t=0.5</th>
<th>WCBFE t=1</th>
<th>Test vectors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sa0@a</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>0.625</td>
<td>2</td>
<td>xx xx x</td>
</tr>
<tr>
<td>Sa1@a</td>
<td>2</td>
<td>1.25</td>
<td>2</td>
<td>0.875</td>
<td>2</td>
<td>xx xx</td>
</tr>
<tr>
<td>Sa0@b</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>0.625</td>
<td>2</td>
<td>xx xx x</td>
</tr>
<tr>
<td>Sa1@b</td>
<td>2</td>
<td>1.25</td>
<td>2</td>
<td>0.875</td>
<td>2</td>
<td>xx xx x</td>
</tr>
<tr>
<td>Sa0@c</td>
<td>2</td>
<td>1.5</td>
<td>2.5</td>
<td>0.75</td>
<td>2</td>
<td>xx xx x</td>
</tr>
<tr>
<td>Sa1@c</td>
<td>3</td>
<td>1.25</td>
<td>2.5</td>
<td>0.75</td>
<td>2</td>
<td>xx xx x</td>
</tr>
<tr>
<td>Sa0@d</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>0.625</td>
<td>2</td>
<td>xx xx x</td>
</tr>
<tr>
<td>Sa1@d</td>
<td>2</td>
<td>1.25</td>
<td>2</td>
<td>0.875</td>
<td>2</td>
<td>xx xx x</td>
</tr>
<tr>
<td>Sa0@e</td>
<td>3</td>
<td>1.5</td>
<td>3</td>
<td>0.875</td>
<td>2</td>
<td>xx xx x</td>
</tr>
<tr>
<td>Sa1@e</td>
<td>2</td>
<td>0.75</td>
<td>11</td>
<td>0.625</td>
<td>2</td>
<td>xx xx x</td>
</tr>
</tbody>
</table>

*0="000", 1="001",..., 7="111*
Moreover, there is no vector detecting all the non-redundant faults and achieving 0% ax-redundant FC. This highlights the first aforementioned problem: to achieve 100% non-redundant FC, it is not always possible to have also 0% ax-redundant FC.

The same phenomenon occurs when considering the MAE metric (threshold \( t = 1 \)). In this case, five non-redundant faults are detected (Sa1@a, Sa1@b, Sa1@c, Sa1@d, Sa0@e). The best test vector subset turns out to be \{0, 4\}, having 100% non-redundant FC and still 40% ax-redundant FC. We can find other combinations, such as \{0, 1\}, \{0, 2\}, and \{1, 4\}, which achieve 100% non-redundant FC but also 60% ax-redundant FC. Thus, they have a lower quality.

Hence, we begin to notice the second mentioned problem, well illustrated by resorting to the WCE metric (threshold \( t = 2 \)). Five non-redundant faults emerge from the classification (Sa0@a, Sa0@d, Sa0@c, Sa0@b, Sa0@e). Among all the vector combinations testing the five faults, some have a higher quality than others. For example, the combination \{1, 3, 6\} attains 100% non-redundant FC but also 100% ax-redundant FC. The combination \{3, 4\} achieves 100% non-redundant FC and 80% ax-redundant FC. The best solution is to use only the vector \{7\}, which indeed covers 100% of non-redundant faults, while having 0% ax-redundant FC. An ideal AxA test pattern generation technique should produce the qualitatively best test set for the relative metric.

Conventional ATPG algorithms do not give any guarantee of high-quality test pattern generation, when it comes to AxICs. To illustrate the phenomenon, we used a commercial ATPG [130] to create test sets for the approximate full adder of our example (Figure 1). We instrumented the ATPG using the conventional options (static and dynamic compaction) and used the Stuck-at-Fault model. For each metric, we used the corresponding non-redundant fault list and we executed the ATPG to generate test patterns. This is the test flow adopted in studies from the literature [121], [129]. In the left part of Table VIII, we report, for each metric, the obtained conventional ATPG solutions in term of test sets, ax-redundant FC and YIL. In the right part of the table, we report the corresponding best possible solutions (i.e., solutions that an ax-aware generation should find). Firstly, as expected, 100% non-redundant FC coverage was achieved for all experiments. For the MAE metric, the conventional ATPG test set was \{1,7,0\} and led to an ax-redundant FC of 100% (50% YIL). As already mentioned, the best test set \{0,4\} achieves 40% ax-redundant FC (20% YIL). Concerning the WCE metric, results were even worse: conventional ATPG generated \{1,6,0\}, leading to 100% ax-redundant FC (50% YIL), while the single vector \{7\} achieves 0% ax-redundant FC (0% YIL). Only for MSE metric results were optimal with both approaches. When considering EP or WCBFE, all the faults are non-redundant and need to be tested. In this case, no approximation-aware test technique is needed. Therefore, we did not include EP and WCBFE metrics in the experiment.

In conclusion, conventional ATPG techniques do not guarantee qualitatively the best solutions. This is due to the fact that state-of-the-art ATPG algorithms have not been designed to avoid testing some faults while generating test patterns. An ideal AxA test pattern generation technique generates qualitatively the best possible test set. Nevertheless, the AxIC structure may still lead to obtain ax-redundant FC > 0%, as shown in the example. The latter problem is addressed in Section VI. The next section reviews state-of-the-art AxA test pattern generation techniques.

### B. State-of-the-art AxA test pattern generation techniques

In the literature, some studies [121], [129] proposed to use the conventional ATPG to generate test sets: the non-redundant fault list is generated in the fault classification phase and then it is used as target for the ATPG. We refer to this technique as conventional generation technique.

Other researches [124], [125] proposed techniques to simultaneously identify non-redundant faults and generate test patterns covering them. These techniques are based on the common idea to use the scheme shown in Figure 3 to obtain input vectors producing output errors greater than the threshold \( t \), in presence of a fault \( f \). This simultaneously marks \( f \) as non-redundant fault and produces a test pattern detecting it. Hereafter, we refer to these techniques as ax-aware generation techniques. Finally, we proposed a new AxA pattern generation technique to produce test patterns minimizing the ax-redundant FC, compared to conventional ATPG, while not impacting non-redundant FC [131]. Specifically, the proposed technique generates an input vector set \( S \) and searches within it for the optimal subset \( \mathcal{V} \) which attains the required coverage. Generally, the set \( \mathcal{S} \) is itself a sub-set of the exhaustive input vector set. Figure 5 depicts the proposed

![AxA pattern generation technique](image)

**Fig. 5:** AxA pattern generation technique [131]
generates a user-configurable number of input vectors (S). In this phase, various algorithms for input vector generation can be used. The fault simulation phase takes as input the generated S, the AxIC and the two fault lists (ax-redundant and non-redundant). The fault lists are previously obtained by using any of the AxA fault classification techniques described in Section IV with any error metrics. The output of the fault simulation phase is a fault coverage report which records, for each fault, all the input vectors in S covering it. Finally, the goal of the third phase is to select the smallest test pattern subset V ⊂ S which minimizes the ax-redundant FC and achieves total non-redundant FC. To accomplish this task, an Integer Linear Problem (ILP) is formulated, by using the fault coverage report, the vector set S and the fault lists. The problem solution constitutes the final ax-aware test set V. In the remainder of the paper, we refer to this technique as pattern-selection-based generation.

To evaluate the test set quality for the mentioned approaches, we performed experiments on a large set of approximate state-of-the-art approximate arithmetic circuits [37], [40], [43], [46], [50], introduced in Subsection IV-B. We considered the WCE as error metric, since the previously discussed techniques [124], [125] are only applicable in this case. After fault classification, we obtained test patterns by using conventional, ax-aware, and pattern-selection-based generations. For the latter, to obtain the input vector set S, we performed multiple test generations with the ax-aware technique to have a wider research space for the ILP problem.

Then, we performed fault-simulation by using the generated patterns and the two fault lists (i.e., non-redundant and ax-redundant faults) in order to measure non-redundant and ax-redundant FCs.

The achieved non-redundant FC was always 100%, which confirms that all the techniques achieve the first objective of AxA testing, i.e. detecting all the non-redundant faults (see Section III). Then, in Table IX, we report results in terms of ax-redundant FC, as well as in terms of Yield Increase Loss (YIL).

As shown, conventional generation technique exhibits an average ax-redundant FC between 65% and 92%, with peaks at 100%, corresponding to a YIL between 14% and 50%. Significant lower (thus better) ax-redundant FC and YIL values were achieved by using ax-aware and pattern-selection-based techniques. Ax-aware generation technique showed average ax-redundant FC between 43% and 83%, corresponding to a YIL between 9% and 39% (lower is better). Pattern-selection-based generation further improved results, by obtaining ax-redundant FC between 33% and 76%, corresponding to a YIL between 7% and 36%. On the other hand, concerning execution time, the pattern-selection-based generation technique entails a much higher overhead. This is due to the intrinsic complexity of the ILP problem. Thus, the technique may suffer from scalability issues.

Even though obtained results are quite good, they are still far from ideal. Indeed, while these techniques improve the test quality, it turns out that some ax-redundant faults are still detected. Ultimately, this leads to a yield increase lower than expected (i.e., YIL > 0%). This is due to the intrinsic structure of the AxICs, as discussed at the beginning of the section. Therefore, it is necessary to rely on the test set application phase to correctly divide AxICs affected by ax-redundant faults from AxICs affected by non-redundant ones. Thus, it turns out that enhancing the test set application phase is crucial to obtain a high-quality approximation-aware test. The next section addresses such aspects.

VI. AXA TEST SET APPLICATION
As shown in the previous section, test pattern generation techniques can generate qualitatively different test sets. To
TABLE X: Output (in integer format) of the example circuit (see Figure 1) for different cases: precise (Fig 1a), fault-free approximate (see Fig 1b), and faulty approximate with different Stuck-at faults.

<table>
<thead>
<tr>
<th>Input IC</th>
<th>tO\text{precise}</th>
<th>Faulty tO\text{approx}</th>
</tr>
</thead>
<tbody>
<tr>
<td>i, C, X, Y</td>
<td>tO\text{precise}</td>
<td>Faulty tO\text{approx}</td>
</tr>
<tr>
<td>0 0 0 0 0 0 0</td>
<td>0</td>
<td>0 1 0 1 0 1 0 1 0 1</td>
</tr>
<tr>
<td>1 0 1 1 1</td>
<td>0 1 0 1 1 1 0 0 1</td>
<td></td>
</tr>
<tr>
<td>2 0 1 0 1 0 1</td>
<td>0 1 1 0 0 1 0 1 0 0 1</td>
<td></td>
</tr>
<tr>
<td>3 0 1 1 2</td>
<td>0 1 0 1 0 0 1 0 1 0 1</td>
<td></td>
</tr>
<tr>
<td>4 1 0 0 1</td>
<td>1 0 1 0 1 0 0 1 0 1</td>
<td></td>
</tr>
<tr>
<td>5 1 0 1 2</td>
<td>0 1 0 1 0 1 0 1 0 1</td>
<td></td>
</tr>
<tr>
<td>6 1 1 0 2</td>
<td>0 1 0 1 0 0 1 0 0 0 1</td>
<td></td>
</tr>
<tr>
<td>7 1 1 3</td>
<td>0 1 0 1 0 1 0 1 0 1</td>
<td></td>
</tr>
</tbody>
</table>

Fault classification (\text{MAE}^2): ax-red, non-red, ax-red, non-red, ax-red, non-red, ax-red, non-red, ax-red.

\text{Value}_i: vector \text{i} detects the fault \rightarrow \text{Value} is different from fault-free \text{O}_i\text{approx}.

\text{Value}_i: approximate circuit output. \rightarrow \text{Value} is different from \text{O}_i\text{precise}.

improve the final test quality, \textit{test set application} plays an important role. In this phase, we need techniques able to distinguish between the detection of an ax-redundant fault and a non-redundant one, when the actual test is performed on the manufactured AxIC. The goal is to classify AxICs into catastrophically faulty (i.e., affected by a non-redundant fault), acceptably faulty (i.e., affected by an ax-redundant fault), and fault-free. Only catastrophically faulty AxICs are rejected. The classification should be performed according to circuit responses.

In Subsection VI-A, we show and discuss the issue in details. So far, no techniques have been presented to deal with such aspect, in the context of AxA testing. Therefore, we applied to AxICs the technique described in Subsection III-A, the \textit{threshold testing}, originally presented for conventional ICs [122]. In Subsection VI-B, we discuss its suitability.

A. Problem statement

As mentioned in the previous section, the proper structure of an AxIC usually makes impossible for a test set to avoid the detection of some ax-redundant faults.

To show the issue in detail, we resort to the full adder example introduced in Section III-B. In the left part of Table X, we report the outputs of the precise IC \text{O}_i\text{precise} and of the fault-free AxIC \text{O}_i\text{approx}, for each input vector \text{i} \in \{0, 7\}. Output values are reported as integer (e.g., 00 = “0”, 01 = “1”, etc.). To measure the error, we used the MAE metric (Equation 4). In the example, the MAE threshold is 1. A fault \text{f}, affecting the AxIC, is considered non-redundant only if it makes the MAE value become greater than 1. As already shown in Section IV, based on the difference between the obtained faulty outputs (faulty \text{O}_i\text{approx}) and the precise output \text{O}_i\text{precise}, faults are classified. We report the class of each fault in the last row of the table.

In order to illustrate the problem, we report in the right part of Table X the impact of each stuck-at fault on the AxIC output. We report in red solid-bordered boxes the faulty \text{O}_i\text{approx} values that differ from the fault-free \text{O}_i\text{approx} ones. Thanks to this output difference, in the test application phase we can detect whether a fault affected the AxIC or not. While in conventional test each difference between actual and expected outputs leads to reject the circuit, when it comes to AxICs we have to reconsider this mechanism. Indeed, even if we dispose of the best possible test patterns – i.e., achieving maximum non-redundant FC and low ax-redundant FC –, a test vector intended to detect a non-redundant fault can still detect an ax-redundant one, ultimately rejecting a still-acceptable circuit. In the example, the best possible test set is the couple \{0, 4\} (see Table VIII). In Table X, we can remark that the vector 4 detects four non-redundant faults (Sa1@a, Sa1@b, Sa1@c, Sa0@e), but also one ax-redundant fault (Sa0@d). Similarly, vector 0 detects four non-redundant faults (Sa1@a, Sa1@b, Sa1@c, Sa1@d), but also one ax-redundant fault (Sa1@e). Therefore, the two vectors detect all the non-redundant faults (i.e., five faults) but also 40% of the ax-redundant faults (two out of five). Therefore, while the expected \textit{Yield Increase} (eYI) is 50% (five ax-redundant faults avoided, out of ten total faults), by using the classic test application we drop to 30% actual increase (three ax-redundant faults avoided, out of ten total faults). To avoid this over-testing phenomenon, we need to perform a further analysis in the test application phase (i.e., after the application of the test patterns to the manufactured AxIC). In the next subsection we show how a state-of-the-art technique partially deals with this issue.

B. A state-of-the-art solution

As discussed in Subsection III-A, \textit{threshold testing} [122] can be considered as a special case of AxA testing. In their work [122], the authors slightly modified the test set application phase, by adding a further verification: once a test vector is applied to the IC, test responses are compared with the expected precise ones (i.e., those produced by the non-approximate fault-free circuit). If the difference (i.e., the EM) is lower than a given threshold, the circuit is considered still acceptable. Otherwise, the circuit is rejected.

To preliminary study the suitability of threshold testing technique for AxICs we applied it to our full adder example. We used the WCE and the MAE as error metrics and the corre-
TABLE XI: Test set application technique (introduced in threshold testing [122]) applied on the full adder example (Figure 1).

<table>
<thead>
<tr>
<th>Metric threshold</th>
<th>WCE = 2</th>
<th>Ax-aware vectors</th>
<th>vector 7 EM:</th>
<th>3 3 3 3 3</th>
<th>2 2 2 2 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Conventional vectors</td>
<td>vector 1 EM:</td>
<td>0 X 1 X 0 X 0 X 1 X</td>
<td>1 0 0 1 1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Conventional vectors</td>
<td>vector 6 EM:</td>
<td>1 X 2 X 2 X 1 X 2 X</td>
<td>2 1 1 2 1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>vector 0 EM:</td>
<td>0 X 0 0 0 0</td>
<td>1 X 1 0 0 0</td>
<td>1 1 0 1 1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td>E M &gt; 2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Metric threshold</th>
<th>MAE = 1</th>
<th>Ax-aware vectors</th>
<th>vector 0 EM:</th>
<th>1 X 1 X 1 X 1 X 0</th>
<th>0 0 0 0 0</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Conventional vectors</td>
<td>vector 4 EM:</td>
<td>2 2 2 1 X 2</td>
<td>1 1 2 2 1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Conventional vectors</td>
<td>vector 1 EM:</td>
<td>1 X 0 X 0 X 1 X</td>
<td>0 1 0 0 0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Conventional vectors</td>
<td>vector 7 EM:</td>
<td>2 2 3 2 3</td>
<td>3 X 3 2 X 3 X 2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>vector 0 EM:</td>
<td>1 X 1 X 1 X 1 X 0</td>
<td>0 0 0 0 0</td>
<td>1 1 0 1 1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td>E M &gt; 1</td>
</tr>
</tbody>
</table>

✓ = right decision  ❌ = wrong decision

TABLE XII: Non-redundant FC (nR FC) results when using the test set application technique introduced in threshold testing [122].

Conventional generation

<table>
<thead>
<tr>
<th>Add8</th>
<th>Add16</th>
<th>Mul8</th>
<th>Mul16</th>
<th>Mul32</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min.</td>
<td>27.78%</td>
<td>34.94%</td>
<td>62.98%</td>
<td>68.63%</td>
</tr>
<tr>
<td>Max.</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td>Avg.</td>
<td>97.23%</td>
<td>56.46%</td>
<td>91.60%</td>
<td>93.60%</td>
</tr>
</tbody>
</table>

N.B. For ax-aware and pattern-selection-based generations, the non-redundant FC was always 100%.

TABLE XIII: Ax-redundant FC (axR FC) and Yield Increase Loss (YIL) results when using the test set application technique introduced in threshold testing [122].

Conventional generation

<table>
<thead>
<tr>
<th>Add8</th>
<th>Add16</th>
</tr>
</thead>
<tbody>
<tr>
<td>axR FC</td>
<td>YIL</td>
</tr>
<tr>
<td>min.</td>
<td>0.00%</td>
</tr>
<tr>
<td>MAX</td>
<td>100.00%</td>
</tr>
<tr>
<td>AVG</td>
<td>26.85%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Add8</th>
<th>Add16</th>
</tr>
</thead>
<tbody>
<tr>
<td>axR FC</td>
<td>YIL</td>
</tr>
<tr>
<td>min.</td>
<td>0.84%</td>
</tr>
<tr>
<td>MAX</td>
<td>70.00%</td>
</tr>
<tr>
<td>AVG</td>
<td>14.69%</td>
</tr>
</tbody>
</table>

N.B. For ax-aware and pattern-selection-based generations, the ax-redundant FC and the YIL were always 0%.

The bottom of the table, for MAE metric (∥t result when WCE was considered. Furthermore, as shown at the top of the table, faults classified under or equal to the threshold (i.e., EM ≤ 2); all the ax-redundant faults produced an EM value according to WCE metric (threshold t = 1). Indeed, as shown at the bottom of the table, for MAE metric (t = 1) the technique did not deliver correct outcomes. In fact, some non-redundant faults were masked (i.e., EM ≤ 1) and some ax-redundant ones were detected (i.e., EM > 1) when using both ax-aware and conventional vectors.

In conclusion, to properly apply the technique, three constraints need to be satisfied:
1) precise circuit test responses must be known;
2) the considered metric must be an SCT metric (e.g., WCE, WCBFE);
3) test patterns must be produced with an ax-aware generation technique.

To corroborate the statement, we applied the technique to experiments shown in Section V-B. The considered metric was the WCE. In Tables XII and XIII, we report experimental results. By comparing results with those in Table IX, we can clearly notice that the technique gives optimal results (i.e., 100% non-redundant FC and 0% ax-redundant FC) when the above listed conditions are respected. Conversely, outcomes achieved when using conventional test patterns were not acceptable (i.e., the third condition was violated). Indeed, although a better ax-redundant FC (Table XIII) was achieved w.r.t. Table IX, the non-redundant FC (Table XII) not always reached 100%. This leads to underline the first key aspect of AxA testing, i.e. detecting all the non-redundant faults, which cause catastrophic errors. Concerning the overhead in terms of execution time, the test set application technique introduced in threshold testing [122] entails only an extra comparison between the test outcomes and the error threshold value.
In conclusion, existing AxA test set application techniques guarantee a high-quality test process for AxICs only under the aforementioned conditions.

VII. DISCUSSION AND FUTURE PERSPECTIVES

All AxA testing phases bring important contributions to the final test quality. AxA fault classification separates catastrophic faults from the acceptable ones. Results of this phase determine the expected Yield Increase (eYI). The actual yield increase is the result of the synergy between AxA test pattern generation and AxA test set application. Indeed, when acceptable faults are detected despite a high-quality test set, a further analysis has to be performed after the test application to state whether the faulty behavior of the AxIC is tolerable or not.

As discussed in previous sections, state-of-the-art fault classification techniques are quite mature. Concerning AxA test pattern generation techniques, in Section V we showed that they provide test sets either non-optimum in a short time or optimum with a significant time overhead. Therefore, those techniques should be optimized to provide high quality test sets without incurring a big overhead. Furthermore, we showed that AxA test application techniques allow achieving optimal results only under some conditions. As a result, it is necessary to develop new AxA test set application techniques to improve final AxIC test quality under any conditions.

Let us now express some further considerations. From our research, it results that the approximation of integrated circuits induces the need of an extra effort to achieve a high quality test. As an analogy, in the past, the VLSI advent led the complexity of microelectronic systems to grow considerably. As a consequence, performing IC testing became more and more difficult. Then, the well-known Design-for-Testability (DfT) concept was introduced. DfT was introduced basically to keep test development and test time reasonably low while assuring the detection of all faults within an IC [120]. With DfT, the testability finally became part of the common design requirements. In the same way, in our opinion, taking into account the final circuit testability in the approximation process is of great interest. In particular, since the main goal of approximate computing is to reduce the cost, we think that simply applying conventional DfT techniques to AxICs is not suitable. On the contrary, dedicated Approximation-for-Testability (AfT) techniques need to be developed to ensure a high testability for the AxICs. In fact, there is no technique in the literature dealing with such aspect. We aim at studying this aspect in future and developing methodologies to address it.

VIII. CONCLUSIONS

In this paper, we presented a survey of the state-of-the-art testing techniques for approximate integrated circuits (AxICs). In this context, the core problem is to ensure that defects occurring to AxICs do not introduce catastrophic errors, i.e., greater than the acceptable error threshold. At the same time, test procedures must not reject AxICs affected by acceptable defects, i.e., introducing only errors smaller than the error thresholds.

We identified and illustrated in detail three main phases: approximation-aware fault classification, approximation-aware test pattern generation, and approximation-aware test set application. We proposed new metrics to evaluate state-of-the-art techniques, we measured their contributions to all the test phases, and we highlighted their mature and weak aspects. In particular, experiments showed that fault classification and test pattern generation techniques are quite mature, although the latter need to be optimized. On the contrary, test set application techniques need major improvements, even though – under some conditions – good test quality can be achieved. Furthermore, we deem interesting and valuable for the scientific community to move towards the study of new Approximation-for-Testability principles.
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