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A New Fast NMPC Scheme for Parallel Kinematic Manipulators:
Design and Real-Time Experiments

Rihab Kouki1, Ahmed Chemori2 and Faouzi Bouani1

Abstract— This paper adresses the design of a new extension
of fast nonlinear model predictive control (NMPC) for parallel
manipulators. The developed controller is based on a parame-
terized NMPC, a fast gradient solver and a proportional derived
controller (PD). The main motivation behind the proposed
approach is to improve the tracking performance of fast parallel
manipulators and reduce the computation time per control
iteration. This control scheme is faster, in terms of computing
time, than the classical NMPC and ensures the robustness of the
resulting closed-loop system. To demonstrate the effectiveness
of the proposed controller, real time experiments are performed
on a 4-DOF parallel kinematic manipulator called VELOCE.

I. INTRODUCTION

Nonlinear Model Predictive Control (NMPC) is an ad-
vanced control technique that has been widely applied in
industry due to its ability to handle multivariable nonlinear
problems and deal with hard constraints. In the recent years,
many efforts have been made to extend the application
of NMPC strategies from slow dynamic systems to fast
dynamic systems such as robotics, automotive and drive
processes [1]–[4]. In order deal with high-speed systems,
same In fast NMPC approaches have been developed such
as the Real-time iteration scheme Multiple Shooting [5],
Continuation/Generalized Minimum RESidual (C/GMRES)
[6], Parameterized NMPC [7] and Control Updating Period
(CUP) [8]. This class of fast controllers have been designed
to accelerate the computation time to be able to handle
the real-time control requirements of fast systems. However,
despite its successful application, it is typically limited to
a certain class of simple fast systems. This idea motivates
the use of fast NMPC approach to control more complex
systems, such as Parallel Kinematic Manipulators (PKMs).
PKMs have been used for a wide range of potential ap-
plications [9]–[11]. This interest in parallel manipulators is
increasing for various reasons, such as high accuracy and
high acceleration capabilities. The development of a reliable
NMPC approach for this kind of robots is a complex and
difficult task due to their complex dynamics needing a high
computation time. In this context, several ideas for designing
predictive control schemes have been proposed to drive
parallel manipulators [12]–[15]. These controllers are mainly
based on simplified linear models to achieve the expected
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tracking performance. Nevertheless, such linear models are
insufficient to describe all the complexity of parallel robots.
In the case where a nonlinear dynamics should be taken into
account in the control design, an NMPC approach becomes
more appropriate. Another relevant work proposed by [16]
uses the NMPC approach to control a 2-DOFs parallel robot
actuated by pneumatic muscles. However, the effectiveness
of this approach has been shown through numerical simu-
lations. To the best authors’ knowledge, NMPC controller
has never been applied in real-time to PKMs. In order to
resolve the online implementation problem of the conven-
tional NMPC, fast control strategies have been used in this
paper. The main objective of this work was to improve the
performance of the conventional NMPC controller applied
in particular to parallel robots. A predictive optimization
framework based on the parameterized NMPC and the fast
gradient solver is developed to achieve a high processing
speed. The proposed control scheme has been experimentally
validated on a 4-DOF parallel manipulator called VELOCE.
The paper is organized as follows. Section II, describes the
VELOCE robot and its simplified dynamic modeling. The
new fast NMPC proposed solution for parallel manipulators
is detailed in Section III. Section IV is dedicated to real-
time experimental results and their interpretation. Finally, the
conclusions and future work are given in Section V.

II. DESCRIPTION AND DYNAMIC MODELING OF
VELOCE PKM

A. Description of the Veloce

The proposed experimental platform was developed at
LIRMM Laboratory (France) for pick and place tasks. Each
kinematic chain of the VELOCE robot is a serial arrangement
of an actuator, an arm (including the rotor part of the
actuator) and a forearms fixed to the moving platform by
spherical joints (as illustrated in Fig.1). The moving platform
is capable of performing three translations along x, y and
z axes and one rotation α about the z axis. Its platform
is composed of two parts, the upper and the lower part.
Each pair of opposite kinematic chains is responsible for
the motion of one part of the traveling plates. The relative
movement, thanks to a single screw between the lower and
upper part, generates the rotational DOF of the platform.
The actuated joint coordinates are described by vector q =
[q1,q2,q3,q4]

T and completely define the configuration of
the entire mechanism.



Fig. 1. Schematic view for one kinematic chain of VElOCE robot.

B. Veloce PKM Dynamics

To compute the simplified direct dynamic model of VE-
LOCE, according to [17] the following assumptions are
considered:
• The rotational inertia of the forearms is neglected and

their mass is split up into two equivalent parts, one is
added to the mass of the rear-arm, while the other one
is added to the mass of the relevant part of the moving
platform.

• Dry and viscous frictions in all passive and active joints
are neglected.

The dynamic parameters of VELOCE are summarized in
Table I and its dynamic model is established by separately
analyzing the equilibrium of the arms and the traveling plate.
For further details on the mechanical design of the VELOCE
robot, the reader is referred to [18]. Then, the dynamic model
expression in the Cartesian space can be expressed by

Ẍ = (Mtot + JT
mItotJm)

−1Jm(Γ− Itot J̇mẊ) (1)

where Ẋ ∈ R4 and Ẍ ∈ R4 are the Cartesian velocities and
accelerations, respectively; Mtot = Mt p+4 M f orearm

2 is the total
mass matrix of the manipulator, Mt p ∈ R4×4 is the mass
matrix of the traveling plate and M f oream ∈R4×4 denotes the

mass matrix of the forearms. Itot = Iact +Iarm+
l2M f orearm

2 is its
total inertia matrix, Iact ∈R4×4 and Iarm ∈R4×4 are the inertia
matrices of the motor drives and the arms, respectively. The
dynamic model of VELOCE can be expressed in a standard
joint-space form as follows

M(q)q̈+C(q, q̇)+G(q̇) = Γ (2)

where M(q) = Itot +(JT
m)
−1MtotJ−1

m ∈R4×4 is the total inertia
matrix, N(q, q̇) =−(JT

m)
−1MtotJ−1

m J̇mJ−1
m ∈ R4×4 is the cen-

trifugal and the Coriolis matrix and G(q)∈R4 =Γ f lood is the

TABLE I
DYNAMIC PARAMETERS OF VELOCE

Parameter value Description
Mt p 0.257 Mass of the traveling plate (kg)

M f orearm 0.080 Mass of the forearm (kg)
Iact 0.041 Inertia of the actuators (kg ·m2)
Iarm 0.0053 Inertia of the arms (kg ·m2)

vector of gravitational forces. The torque vector generated by
the actuators, defined by Γ ∈ R4.

III. PROPOSED CONTROL SCHEME: A FAST NMPC
BASED ON FAST SOLVER

A. Background on Fast NMPC formulation

To handle fast systems, a fast NMPC approach based on
the parameterization technique was developed to achieve the
objective of real-time control [19]. The main idea of the
parameterized NMPC is to reduce the computation time by
reducing the size of the optimization problem. In this context,
the decision control sequence u can be defined using a low-
dimension vector p rather than a future control sequence.
More precisely, according to [19], the optimal set value p̂ is
obtained by minimizing a J cost function, as follows:

p̂ = argmin
p
[J(p,X(k))] (3)

where p̂ is the optimal parameter vector, X(k) is the current
value of the state at time k and J(.) is the cost function to
minimize expressed by

J(p,x(k)) =
Np−1

∑
i=0

[(Ŷ (i,X(k), p)−Yf (Y d(k), i))]2

+λ [(X̂(Np,X(k), p)− X̂ f (X̂(Np,X(k), p),Γ(Np)(p))]2 (4)

where Np is the prediction horizon, Ŷ (i,X(k), p) is the future
output predictor vector defined by p over [k,k+Np−1] and
started from the state X(k). Yf (Y d , i)) is the filtered version
of the desired trajectory enabling to decouple the response
time from overshoots, as specified by

Yf (Y d , i)) = Y d + e−3Tei/tr(Y (k)−Y d(k)) (5)

where Te denotes the sampling time, tr is the desired setting
time of the closed-loop system and Y (k) is the output system
at present instant. λ is the weighting factor, X̂(Np,X(k), p)
is the state value at the end of the prediction horizon and the
vector X̂ f (X̂(Np,X(k), p),ΓNp(p)) is computed according to
the state prediction X̂(Np,X(k) and the control low signal Γ.

Based on the new optimal value p̂ obtained by solving
the optimization problem (3), the following exponential
parameterized structure of the future control sequence, over
the sampling period [k−1,k], can be defined by:

Γ(k+ i) = SatΓmin
Γmax

(Γ∗+α1e−λ iTe +α2eqλ iTe) (6)

where i ∈ {0, · · · ,Np− 1}, the stationary control is defined
by Γ∗ and the tuning parameters are denoted by λ > 0 and
q∈N. Sat is the saturation map, with Sat :RnΓ 7→RnΓ defined
as follows for i ∈ {1, · · · ,nΓ}:

SatΓmin
Γmax

(Γi) =

Γmin if Γi ≤ Γmin
Γmax if Γi ≥ Γmax

Γi otherwise

 (7)

The coefficients of the exponential parameterization α1,α2 ∈
Rnu are obtained by solving a simple linear equations system
as follows:

Γ
∗+α1 +α2 = Γ(k−1) (8)



α1(e−λTe −1)+α2(e−qλTe −1) = pδmax (9)

Equation (8) is the first condition guarantees the continuity of
the control sequence, while (9) defines the constraints on the
variation rates of the control input (Γ(k)−Γ(k−1)) = δmax)
that should not exceed a fraction p ∈ [−1,+1]nΓ of some
maximal allowable values δmax ∈ RnΓ . According to (6) one
can consider that the control value Γ∗ can be defined as a
part of the decision variable p with p ∈ R2×nΓ . Therefore,
the parametrization of the control sequence is defined as

Γ(k+ i) = SatΓmin
Γmax

(PΓ +α1(p)e−λ iTe +α2(p))eqλ iTe) (10)

where PΓ = [pnΓ+1, · · · , p2×nΓ
]T is the latest value of

the optimal control sequence p. Note that the parame-
ter vector p is defined as [p1, . . . , pnΓ

]T ∈ [−1,+1]nΓ and
[pnΓ+1, . . . , p2×nΓ

]T = PΓ ∈ RnΓ . This constraints is chosen
to define the stationary control value Γ∗ and to computes
the parameters of the control law. Then, the coefficients
α1 =

[
α

Γ1
1 ; · · · ; α

uΓu
1

]
and α2 =

[
α

u1
2 ; · · · ; α

unu
2

]
are determined by solving the following system:

Ψ(p) = M−1U(p) (11)

where,

Ψ(p) =



α
Γ1
1 (p)

α
Γ2
2 (p)

...

...
α

ΓnΓ

1 (p)
α

unΓ

2 (p)


, U(p) =



Γ1(k−1)−PΓ1

p1δ 1
max
...
...

unΓ
(k−1)−PΓnΓ

pnΓ
δ

nΓ
max


(12)

M =



1 1 0 0 · · · 0
e−λTe −1 e−qλTe −1 0 0 · · · 0

0 0
. . .

. . .
...

...

0
...

. . .
. . .

...
...

...
... · · · · · · 1 1

0 0 · · · · · · e−λTe −1 e−qλTe −1


As a result, the generation of the parameterized control

low Γ depends on the optimal vector p ∈ Rn
nΓ

which is
determined from equation (3). The first part of the resulting
control sequences is injected into the system at each sampling
time. The n-degree of freedom of the parameter setting p are
used to improve the transient behavior of the tracking error,
represented by exponential terms.

It important to emphasize that the exponential parameter-
ization approach for NMPC can be formalized by several
ways. However, to solve the real-time problem of fast PKM
robots, it is necessary to understand that simply changing
the overall shape of the NMPC controller based on the
exponential parameterization technique would not be enough.
Consequently, the next step is to use a fast optimization
solver to obtain the set parameters p at a reduced computa-
tion time compared to conventional solvers such as fmincon
function of Matlab.

B. Proposed Extension
A new nonlinear extension of the predictive control ar-

chitecture for fast robots is proposed in this section. This
developed control scheme essentially consists of a parametric
approach, a fast gradient solver and an additional PD control
term to improve the tracking performance as illustrated in
Fig. 2. The following control law is then proposed to control
the manipulator:

Γ = ΓFast NMPC +ΓPD (13)

where ΓFast NMPC is the fast NMPC control signal and ΓPD
is the control vector of the proportional derivative controller.

Fig. 2. Block diagram of the proposed control scheme.

For real-time implementation purpose, several optimiza-
tion techniques were tested such as the Nlopt library and
the CPU approach to enable fast NMPC implementation for
PKM robots. However, not all these solutions were able to
solve the real-time control problem of this parallel manipula-
tor. Then comes the idea to extend the state of the art of fast
NMPC controllers. This solution enables an explicit handling
of nonlinear robot model and a reduction in the computation
time. The proposed optimization problem solver is a fast
gradient method that works in the millisecond range. The
description of this solver is detailed in Algorithm hereafter.
In fact, the solution of the minimization step consists of the
parameter vector p. This algorithm starts with an initializa-
tion step of the control vector p̃. The next steps in algorithm
1 are the updates of the control form to define the parameter
vector p of the parameterized NMPC approach and then to
compute p(k+1) = p̃(k+1)+β (p̃(k+1)− p̃(k)), leading to
the control equation p̃(k+1) = p(k)− 1

LOJ(p̃,(Y (i,x(k), p)),
where L is the Lipshitz constant of the gradient OJ and
β ∈ [0,1[ is the problem conditioning.

Algorithm 1 Fast Gradient Solver

1: Intialize p̃(k)← p(k) ∈ Rnu

2: p̃(k+1) = p(k)− 1
LOJ(p̃,(Y (i,x(k), p))

3: p(k+1) = p̃(k+1)+β (p̃(k+1)− p̃(k))

IV. EXPERIMENTAL VALIDATION OF THE
PROPOSED CONTROL SCHEME

The objective of this section is to present the experimental
testbed and discus the real-time results obtained by the



application of the proposed control schemes described in
section III to the parallel robot described in section II.

A. Experimental Testbed and implementation issues

In order to apply the proposed NMPC strategy extended
to fast robots in real time, VELOCE PKM prototype will
be used. Its mechanical structure is illustrated in Fig. 3. The
arms of this robot are mounted on four direct-drive motors
TMB0140-100-3RBS from ETEL Motion Technology. These
actuators are capable of reaching 550 rpm speed and can
deliver a maximum peak torque of 127 Nm. Each actuator
is equipped with a non-contact incremental optical encoder
providing a total number of 5000 pulses per revolution.
The global structure of the manipulator is able of reaching
a maximum velocity of 10 m/s, a maximum acceleration
of 20 G and can support a maximum payload of 10 Kg.
For the real-time experimental tests, the control schemes

Fig. 3. View of the experimental setup of VELOCE PKM.

should be implemented using Mathworks Simulink/Matlab
and compiled with XPC/Target computer and Real-Time
toolbox. The generated code is uploaded to the target PC,
an industrial computer running at a frequency of 10 KHz.
Therefore, the real-time implementation of the proposed
nonlinear controller was performed with a sampling time
of 0.1 ms. In order to quantify the improvement brought
by the proposed control scheme described in section III, we
introduce the following Root Mean Square of the tracking
errors (RMSE) based criteria:

RMSEtra = (
1
N

N

∑
i=1

e2
x(i)+ e2

y(i)+ e2
z (i))

1
2 (14)

RMSErot = (
1
N

N

∑
i=1

e2
α(i))

1
2 (15)

RMSEq = (
1
N

N

∑
i=1

4

∑
j=1

e2
q j
(i))

1
2 (16)

In these formulas, RMSEtra, RMSErat denote the RMSE cri-
teria based on the computed Cartesian tracking errors where
the translational movements are separated from the rotational
ones, N is the number of samples recorded, ex,ey,ez denote
the tracking error along the x, y and z, respectively and eα is
the tracking error of the platform’s rotations. RMSEq define
the RMSE criteria based on the joint tracking errors and eq j

j = 1, ...,4 denotes the tracking error of the ith joint.

B. Real-time Experimental Results

A combination of the parametrization technique and the
fast gradient solver is developed to obtain the best compu-
tational performance required by the VELOCE robot. The
computing time is reduced without any linearization tech-
nique. The Extended-Fast NMPC-PD based control structure
design (Ex-Fast NMPC-PD) is an extended version of Fast
NMPC approach. It has a computation time (up to 0.0059
ms) compared to the standard NMPC strategy (greater than
117240 ms), which is unsuitable for real-time applications
to control fast PKMs. We can see that the average execution
time for the different operating modes remains within the
range of [0.0047,0.0059] ms (see Fig. 4).

Fig. 4. Summary of the computation time achieved by both controllers
(Classical NMPC and Ex-Fast NMPC-PD).

The desired trajectory followed by the VELOCE robot
is a sequence of point-to-point motions with a duration of
each motion T= 0.5 s. The corresponding Cartesian reference
trajectory is illustrated in a 3D view in Fig. 5. The obtained

Fig. 5. Desired trajectory in Cartesian space for VELOCE robot (3D
point-to-point).

results by the proposed regulator are shown in Fig. 6, where
the robot’s platform starts from an arbitrary position to the
desired initial position (0,0,-625,0) mm and from the initial
one to the final Cartesian position (0,0,-625,300) mm and
then return to the initial position. The motivation behind this
scenario is to assess the tracking capabilities in terms of
Cartesian and articular tracking errors. In order to highlight
the outcomes of the extended fast NMPC-PD controller,
its performance is proposed to be compared with the one
of a standard PD controller. The used parameters of both
controllers are summarized in Table II. These parameters



Fig. 6. Trajectory tracking versus time, left: Cartesian space, right: joint
space.

have been adjusted so that each controller can provide its
best performance. The obtained results by the proposed
controller are illustrated in Fig. 7 and 8. For the seek of
clarity, these results are zoomed around the interval [7.5,
12] seconds, as shown in Fig. 9 and 10. The performance
comparison of both controllers is summarized in Table III,
based on the proposed performance-evaluation-criteria. By
analyzing Fig. 9, a performance comparison between both
controllers in terms of Cartesian tracking errors is illustrated.
It can be clearly see that the performance of the proposed
controller is significantly improved compared to the standard
PD control in terms of tracking errors (up to 35.81%).
Also, the rotation movements errors of the traveling plat is
improved by 32.68% than that of the PD scheme. The joint
tracking errors, with a zoomed interval, for this scenario are
displayed in Fig. 10. As with previous results, the extended
Fast NMPC controller outperforms the PD controller in
terms of joint tracking errors (improvement of approximately
32.36%). The torques generated by both controllers are
illustrated in Fig. 11, it is possible to notice that the standard
PD is delayed compared to the extended fast NMPC-PD

TABLE II
SUMMARY ON CONTROL DESIGN PARAMETERS FOR

REAL-TIME EXPERIMENTS

Parameter Value Parameter Value
Te 0.1 ms tr 0.0540
Np 1 Kp 4000
λ 180 Kd 110
q 1 Γ [-8, 8]

TABLE III
PERFORMANCE COMPARISON BETWEEN THE PROPOSED

CONTROL APPROACH AND THE STANDARD PD

Performance Standard PD Ex-Fast-
FNMPC-PD

Improvements

RMSEc[mm] 3.63 2.33 35.81%
RMSEr[deg] 242.18 163.04 32.68%
RMSEq[deg] 13.29 8.99 32.36%

controller and the amplitudes of both inputs are roughly
similar. It should be also noted that all torques remain within
the admissible limits of each actuator (127 N.m). According
to the obtained results, we can conclude that the proposed
controller significantly improves the trading performance of
the closed-loop system compared to the controller PD.

V. CONCLUSIONS AND FUTURE WORK

In this paper, a fast NMPC control theory is developed and
applied to control PKMs. In order to improve the tracking
performance and achieve the objective of real-time control,
a new extended fast NMPC strategy has been proposed
for parallel manipulators. To this aim, a combination of a
parameterized approach, a fast nonlinear solver and a pro-
portional derivative control is proposed. The extended con-
troller benefits from the advantages of the control sequence
configuration approach and the fast gradient optimization.
This proposed idea reduces the computation time compared
to the classical NMPC and allows high processing speeds.
To evaluate the effectiveness of the proposed controller, real-
time experiments were conduced on a 4-DOF parallel robot.
The experimental results show that the proposed controller
has good computational capabilities and achieves satisfactory
control performance for parallel manipulators. For future
work, a detailed stability analysis of the proposed control
for VELOCE PKM together with more extensive results can
be investigated.
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