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Abstract—In this work we present some results that allow to improve the decoding radius in solving polynomial linear systems with errors in the scenario where errors are additive and randomly distributed over a finite field. The decoding radius depends on some bounds on the solution that we want to recover, so their overestimation could significantly decrease our error correction capability. For this reason, we introduce an algorithm that can bridge this gap, introducing some ad hoc parameters that reduce the discrepancy between the estimate decoding radius and the effective error correction capability.

I. INTRODUCTION

The family of Reed Solomon codes (RS) is a large class of very well studied algebraic codes. They are MDS codes, they perform list-decoding and have efficient decoding algorithms that can be viewed in a computer algebra setting as rational reconstruction problems. More specifically, we are interested on Interleaving Reed Solomon (IRS) codes. IRS codes are well studied and can be decoded efficiently by a bounded distance (BD) decoder beyond the unique correction capability radius for almost all error patterns (cf. [1], [2], [3]).

In this work we focus on the problem of solving a polynomial linear system with errors (PLSwE), introduced in [4] and [5]. Since the solution of PLSwE is a vector of rational function, the PLSwE is a special case of the problem of reconstructing a vector of rational function given its evaluations, some of which could be erroneous (the simultaneous rational function recovery, shortly SRFR). In [6] we proposed an algorithm, based on IRS decoding, that allows to solve SRFR (and in particular PLSwE), correcting more than [4] and [5] in a probabilistic setting. In this paper, we improve the technique of [6], increasing the error correction capability. Since we want to recover a vector of rational functions $y$, which is solution of a polynomial linear system over a finite field, $A(x)y(x) = b(x)$, we introduce a new bound on the error correction capability which also depends on the bounds on the degrees of $A$ and $b$. Moreover, the knowledge of the degrees of the solution would allows us to reach an ideal error correction capability, but we do not know these degrees and their overestimation could significantly decrease the amount of errors we could correct. For this reason, we introduce a parameter oblivious algorithm for the PLSwE that allows us to get closer to the ideal error correction capability, without knowing the real degrees.

The paper is structured as follows: in Section II we recall standard facts for IRS codes, in Section III we introduce our problem (PLSwE) and we set up the model. In Section IV we introduce the generalization of the PLSwE, i.e. the simultaneous rational function recovery (SRFR). We present a technique, based on IRS decoding, that allows to achieve a bigger error correction capability. In Section V, we propose our algorithm and in Section VI, we present our main theorem, the cornerstone of all our technical results. Finally in Section VII, we expose our open problems and conclusions.

II. INTERLEAVED REED-SOLOMON CODES

A Reed-Solomon (RS) code of length $n$ and dimension $k$ over $\mathbb{F}_q$ can be defined as the set $C_{RS}(n,k) = \{ f(\alpha_1),\ldots,f(\alpha_n) \mid f \in \mathbb{F}_q[x], \deg(f) \leq k-1 \}$ where $\alpha := \{\alpha_1,\ldots,\alpha_n\}$ is the set of distinct evaluation points over $\mathbb{F}_q$. For $l \geq 1$, an $l$-Interleaved Reed-Solomon (IRS) code is defined by the direct sum of $l$ RS codes $C_{RS}(n,k_i)$ sharing the same set of evaluation points, i.e.

$$C_{IRS}(n,k,l) = \{(e_i)_{1 \leq i \leq l} \in (\mathbb{F}_q)^{lxn} \mid e_i \in C_{RS}(n,k_i)\}$$

If $k = k_1 = \ldots = k_l$, we say that an IRS is homogeneous and we denote it $C_{IRS}(n,k;l)$. From now, we will focus only on homogeneous IRS codes. Codewords in $C_{IRS}(n,k;l)$ can be seen as evaluations of $f(x) = (f_1,\ldots,f_l) \in (\mathbb{F}_q[x])^{l \times 1}$ with $\deg(f) := \max_{1 \leq i \leq l}(\deg(f_i)) \leq k-1$.

We now consider the decoding instance $\Upsilon = C + \Xi \in (\mathbb{F}_q)^{lxn}$ where $C \in C_{IRS}(n,k;l)$ and $\Xi$ is the error matrix. We can see $\Upsilon = (y_j)_{1 \leq j \leq n}$ and $\Xi = (e_j)_{1 \leq j \leq n}$ both in $\mathbb{F}_q^n$. As error model we consider burst errors, i.e. the error positions are the nonzero columns of the error matrix $\Xi$. In detail, for any $1 \leq j \leq n$, the set of error positions is $E := \{1 \leq j \leq n \mid |e_j| \neq 0\}$. The number of errors is then $|E|$. Since $C = (f(\alpha_1),\ldots, f(\alpha_n))$ for $f \in (\mathbb{F}_q[x])^{l \times 1}$, $\deg(f) \leq k-1$, for any $1 \leq j \leq n$,

$$y_j = f(\alpha_j) + e_j. \quad (1)$$

In order to decode $C$, we need to recover the vector of polynomials $f(x)$.

For $1 \leq i \leq l$, let $Y_i \in \mathbb{F}_q[x]$ be the Lagrangian polynomials such that $Y_i(\alpha_j) = y_{ij}$, for $1 \leq j \leq n$, and
deg(Y_i) < n and let Λ = \( \prod_{j \in E} (x - \alpha_j) \) be the error locator polynomial. We observe that for any \( 1 \leq i \leq l \), \( \Lambda Y_i \equiv \Lambda f_i \mod \prod_{j=1}^{n} (x - \alpha_j) \). This is a nonlinear equation in the unknowns \( \Lambda(x) \) and \( f(x) \). A classic approach for decoding RS codes (cf. [7], [8]), that can be extended to IRS codes, consists in the *linearization* of these equations, by replacing \( \Lambda(x) \) and \( \Lambda(x) f_i(x) \) with the unknowns \( \lambda(x) \) and \( \varphi_i(x) \). In this way we obtain the key equation

\[
\lambda Y_i \equiv \varphi_i \mod \prod_{j=1}^{n} (x - \alpha_j).
\]

In order to decode, it suffices to study the set \( S \) of \( (\lambda, \varphi_1, \ldots, \varphi_l) \in \mathbb{F}_q^{(l+1) \times 1} \) which verify (2) and such that \( \deg(\lambda) \leq |E| \) and \( \deg(\varphi_i) \leq |E| + k - 1 \). IRS codes, can be decoded by efficient BD decoders beyond the unique decoding radius. These decoders succeed for *almost all* error patterns [1]. With “almost all” we mean that there exists a polynomial \( R \) such that the decoder succeeds for all instances \( Y \) satisfying \( R(Y) \neq 0 \). A quite tight estimation of the probability of failure can be founded in [2] and improvements on the decoding radius recently appeared in [3].

In the next section we will remark the parallel between the problem of solving polynomial linear systems with errors and the IRS decoding. (cf. [6]).

### III. POLYNOMIAL LINEAR SYSTEM SOLVING WITH ERRORS

Given \( l \geq 1 \), we study the problem of solving a consistent full rank polynomial linear system over a finite field \( \mathbb{F}_q \).

\[
A(x) y(x) = b(x)
\]

where \( A(x) \in (\mathbb{F}_q[x])^{l \times 1} \) is full rank and \( b(x) \in (\mathbb{F}_q[x])^{l \times 1} \).

Any solution of this system is a vector of rational functions, i.e. \( y(x) = \left( f_1(x)/g_1(x), \ldots, f_l(x)/g_l(x) \right) \in \mathbb{F}_q(x)^{l \times 1} \). Let \( g(x) \) be the monic least common denominator, then there is a unique solution

\[
y(x) = \left( f_1(x)/g(x), \ldots, f_l(x)/g(x) \right) \in \mathbb{F}_q(x)^{l \times 1}
\]

that is also reduced, i.e. \( \gcd(f_1(x), \ldots, f_l(x), g(x)) = 1 \). Our main aim is to reconstruct such a solution. Note that this common denominator representation can be more compact and it appears frequently for solutions of linear systems computed by the Cramer’s rule.

As in [4], [5], [6], we will analyze a scenario where some *errors* occur. In detail, we fix \( n \) evaluation points \( \alpha \) and we suppose that any evaluation point is not a root\(^1\) of the polynomial \( g(x) \). In our model, there is a black box which, for any evaluation point \( \alpha_j \), gives a solution \( y_j \in (\mathbb{F}_q[x])^{l \times 1} \) of the evaluated system of linear equations\(^2\) \( A(\alpha_j) y_j = b(\alpha_j) \). However this black box could do some errors in the computations.

\(^1\)In [4] and [5], the authors study a more general case. They fix \( n \) distinct evaluation points, without any assumptions about the roots of \( g(x) \). In our work, we need this assumption in order to prove our results.

\(^2\)We suppose that for any evaluation points \( \alpha_j \), the rank of the evaluated matrix \( A(\alpha_j) \) still remains full. In [4] and [5] there was also studied the rank drop case.

### Definition 1. (Erroneous evaluation points [4])

An evaluation point \( \alpha_j \) is erroneous iff \( y_j \neq f(\alpha_j)/g(\alpha_j) \). We denote by \( E := \{ 1 \leq j \leq n \mid y_j \neq f(\alpha_j)/g(\alpha_j) \} \) the set of positions of the erroneous evaluations.

We can now formalize our problem.

### Definition 2. (Polynomial linear system solving with errors)

The problem of solving a polynomial linear system with errors (denoted PLS\(wE\)) consists in recovering the vector of rational functions (4), i.e. the unique solution of a consistent, full rank polynomial linear system (3), given

- \( n \) evaluation points \( \alpha \),
- \( d_j \geq \deg(f_j) \), \( d_j \geq \deg(g_j) \), \( d_A \geq \deg(A) \), \( d_b \geq \deg(b) \),
- the black box output \( (y_{ij})_{1 \leq j \leq l} \in \mathbb{F}_q[x]^{l \times 1}, \)
- a bound on the number of erroneous evaluation points \( \varepsilon \geq |E| \).

### Remark 3.

We observe that if \( j \in E \), then there exists a nonzero \( e_j \in (\mathbb{F}_q[x])^{l \times 1} \) such that \( y_j = f(\alpha_j)/g(\alpha_j) + e_j \).

In general, for any \( 1 \leq j \leq n \), \( y_j = f(\alpha_j)/g(\alpha_j) + e_j \) where \( e_j \neq 0 \) iff \( j \in E \).

We can conclude that the PLS\(wE\) can be seen as the extension of the problem of decoding an IRS code (see (1)) to the rational function case.

### IV. SIMULTANEOUS RATIONAL FUNCTION RECOVERY

### Definition 4. (Simultaneous rational function recovery)

Fix some parameters \( n, q, d_f, d_g, \varepsilon, \alpha \) such that \( 0 \leq d_f, d_g, \varepsilon < n \leq q \). An instance of the simultaneous rational function recovery problem (shortly SRFR) is a matrix \( (y_{ij})_{1 \leq j \leq l} = (y_{ij})_{1 \leq i \leq l} \in (\mathbb{F}_q[x])^{l \times n} \) such that there exists

- a reduced vector of rational functions \( \tilde{f}(x)/\tilde{g}(x) \in (\mathbb{F}_q[x])^{l \times 1} \), where \( \deg(f) \leq d_f \), \( \deg(g) \leq d_g \) and \( y_{ij} \cdot g(\alpha_j) \neq 0 \).
- a matrix \((e_{ij})_{1 \leq j \leq n} = (e_{ij})_{1 \leq i \leq l} \in \mathbb{F}_q^{l \times n} \) such that its column support \( E := \{ 1 \leq j \leq n \mid e_{ij} \neq 0 \} \) satisfies \( |E| \leq \varepsilon \);
- which satisfy \( y_{ij} = f(\alpha_j)/g(\alpha_j) + e_{ij} \). The solution of an SRFR instance is \( (\tilde{f}(x), \tilde{g}(x)) \).

This problem was introduced in [9] and in [6]. We now present a recovering algorithm in the model of IRS codes. In detail, let \( (y_{ij})_{1 \leq j \leq l} \) be an instance of the SRFR problem with parameters \( n, d_f, d_g, \varepsilon \) (we will omit \( q \) and \( \alpha \) for simplicity). As for IRS codes we introduce the error locator polynomial \( \Lambda = \prod_{j \in E} (x - \alpha_j) \) and the Lagrangian polynomials \( (Y_i(x))_{1 \leq i \leq l} \). We observe that \( f, g, A \) still satisfy \( \Lambda g Y_i = \Lambda f_i \mod \prod_{j=1}^{n} (x - \alpha_j) \) so, as for IRS codes, we study the key equations

\[
\psi Y_i \equiv \varphi_i \mod \prod_{j=1}^{n} (x - \alpha_j) \quad \text{for} \quad 1 \leq i \leq l,
\]

whence unknowns are the polynomials \( \varphi_i(x) \) and \( \psi(x) \) such that \( \deg(\varphi_i) \leq d_f + \varepsilon \) and \( \deg(\psi) \leq d_g + \varepsilon \). We observe that this is equivalent to study the evaluated system

\[
[\varphi_i(\alpha_j) = y_{ij} \psi(\alpha_j)]_{1 \leq j \leq l, 1 \leq i \leq l}.
\]
Remark 5. Since we can consider the key equations in the polynomial (5) or evaluated version (6), studying the solution space $S_{y,d_f+\epsilon,d_g+\epsilon}$ is equivalent to study the right kernel of the coefficient matrix $M_{y,d_f+\epsilon,d_g+\epsilon}$ (see [1], [10]) of the evaluated key Equation (6). In detail, 
\[ M_{y,d_f+\epsilon,d_g+\epsilon} = \begin{pmatrix} V_{d_f+\epsilon+1} & -D_1 V_{d_g+\epsilon+1} & \cdots & -D_l V_{d_g+\epsilon+1} \\ V_{d_f+\epsilon+1} & \cdots & \cdots & \cdots \\ \vdots & \cdots & \cdots & \cdots \\ \vdots & \cdots & \cdots & V_{d_g+\epsilon+1} \end{pmatrix} \] 
where $V_i = (\alpha_j^{-i})_{1 \leq j \leq n}$ is an $n \times F$ Vandermonde matrix and $D_i$ is the matrix with $y_i$ on the diagonal.

Theorem 6. (cf. [4]) If $\varepsilon \leq \frac{n-d_f-d_g-1}{l+1}$, then all solutions $(\varphi, \psi) \in S_{y,d_f+\epsilon,d_g+\epsilon}$ lead to the same vector of rational functions $f/g$, i.e. $\varphi(x) = f(x)/g(x)$.

This means that below this error correction capability $\varepsilon_{BK}$, all the elements $(\varphi, \psi) \in S_{y,d_f+\epsilon,d_g+\epsilon}$ are polynomial multiples of the unique solution $(\Lambda f, \Lambda g)$. Besides, it is possible to prove that $S_{y,d_f+\epsilon,d_g+\epsilon} = \{x^i \Lambda f, x^i \Lambda g\}_{0 \leq i \leq |E|}$ where 
\[ d_{g_E} = \min(d_f - \deg(f), d_g - \deg(g) + \varepsilon - |E|). \] 
Hence we can uniquely reconstruct the vector of rational functions $f/g$. We observe that if $d_f = \deg(f)$ (or $d_g = \deg(g)$) and $|E| = \varepsilon = \varepsilon_{BK}$ the solution space $S_{y,d_f+\epsilon,d_g+\epsilon}$ is a vector space of dimension 1, spanned by $(\Lambda f, \Lambda g)$.

Theorem 7. (cf. [6]) Fix $n, d_f, d_g$ and $\varepsilon_{GLZ}$ as in (8) and (9) and parameters $n, d_f, d_g, \Lambda_A, \Lambda_b$, take $d_{g_{FE}}$ as in (9) and $\varepsilon \leq \varepsilon_{GLZ}$ as in (9). Let $(y_j)_{1 \leq j \leq n}$ be an instance of SRFR with random errors and parameters $n, d_f, d_g = \deg(g), \varepsilon = |E| = |E_{GLZ}|$. Then the corresponding solution space $S_{y,d_f+\epsilon,d_g+\epsilon}$ is a vector space of dimension 1, spanned by the solution $(\Lambda f, \Lambda g)$, with probability at least $1 - \frac{\deg(g) + |E|}{q}$.

In this work we extend the previous result of [6] to the general case where we only know a bound $d_g \geq \deg(g)$ and a bound $\varepsilon$ on the number of errors $|E|$, with $\varepsilon \leq \varepsilon_{GLZ} = \frac{l(n-d_f-d_g-1)}{l+1}$.

Theorem 8. Fix $n, d_f, d_g$ and $\varepsilon \leq \varepsilon_{GLZ}$ and take $d_{g_{FE}}$ as in (9). Let $(y_j)_{1 \leq j \leq n}$ be an instance of SRFR with random errors and parameters $n, d_f, d_g, \varepsilon$. Then with probability $\geq 1 - \frac{d_g+\varepsilon}{q}$ we get $S_{y,d_f+\epsilon,d_g+\epsilon} = \{x^i \Lambda f, x^i \Lambda g\}_{0 \leq i \leq |E_{FE}|}$.

A. Simultaneous rational function recovery of a solution of a polynomial linear system with errors. By Remark 3 we can deduce that the PLSwE coincides with SRFR with parameters $n, d_f, d_g$. The matrix $(y_j)_{1 \leq j \leq n}$, which is the black box output, is then an instance of this problem. Hence, all results of the previous section hold. Furthermore, since we want to reconstruct a vector of rational functions that is a solution of a polynomial linear system, it is possible to introduce a bound on the error correction capability which depends on the bounds on the degree of the polynomial matrix $A(x)$ and on $b(x)$ (as shown in [5]).

Let $(y_j)_{1 \leq j \leq n}$ be an instance of PLSwE with parameters $n, d_f, d_g, \Lambda_A, \Lambda_b$. Recall from the previous section that $S_{y,d_f+\epsilon,d_g+\epsilon}$ is the set of $(\varphi, \psi)$ which verify (5) and such that $\deg(\varphi) \leq d_f + \varepsilon$ and $\deg(\psi) \leq d_g + \varepsilon$.

Theorem 9. (see [5]) Let $\varepsilon_{KPS} := \frac{n - \max(d_A + d_f + d_g) - 1}{l + 1}$. If $\varepsilon \leq \varepsilon_{KPS}$, then $S_{y,d_f+\epsilon,d_g+\epsilon} = \{x^i \Lambda f, x^i \Lambda g\}_{0 \leq i \leq |E_{KPS}|}$.

The same result holds if we consider $\varepsilon \leq \max(\varepsilon_{BK}, \varepsilon_{KPS})$.

There are some cases in which this error correction capability is bigger than $\varepsilon_{BK}$. In fact, as proved in [5], when all the bounds are tight, $\varepsilon_{BK} < \varepsilon_{KPS}$.

In this paper, we will introduce a new bound on the error correction capability based on $\Lambda_A$ and $\Lambda_b$ under probabilistic assumptions. In particular, given a polynomial linear system as in (3), we suppose that the black box outputs $(y_j)_{1 \leq j \leq n}$ where $y_j$ is uniformly distributed in $(\mathbb{F}_q)^{l \times 1}$ if $j \in E$ (instead of $y_j = f(\alpha_j)/g(\alpha_i)$). By Remark 3, $y_j = f(\alpha_j)/g(\alpha_i) + e_j$ and so our probabilistic assumption on the black box output is indeed an assumption on the error distribution, i.e. $e_j$ is uniformly distributed in $(\mathbb{F}_q)^{l \times 1}$ (instead of $e_j \neq 0$), when $j \in E$. We will call PLSwE with random errors, the PLSwE in this error model.

Theorem 10. Fix $n, d_f, d_g, \Lambda_A, \Lambda_b$, take $d_{g_{FE}}$ as in (9) and $\varepsilon \leq \varepsilon_{GLZ}$ as in (9) and 
\[ \varepsilon \leq \varepsilon_{GLZ} := \frac{l(n - \max(d_A + d_f + d_g) - 1)}{l + 1}. \] 
Let $(y_j)_{1 \leq j \leq n}$ be an instance of PLSwE with random errors with parameters $n, d_f, d_g, \Lambda_A, \Lambda_b$. Then with probability at least $1 - \frac{d_g+\varepsilon}{q}$ we get $S_{y,d_f+\epsilon,d_g+\epsilon} = \{x^i \Lambda f, x^i \Lambda g\}_{0 \leq i \leq |E_{FW}|}$.

Thus the same result holds when $\varepsilon \leq \min(\varepsilon_{GLZ}, \varepsilon_{GLZ})$.

We will prove Theorems 8 and 10 in Section VI.

V. PARAMETER OBLIVIOUS DECODING ALGORITHM

The PLSwE problem takes as input some degree bounds $d_f$ and $d_g$, hence all our error correction capabilities until now depend on these bounds, e.g. $\varepsilon_{GLZ} = \frac{l(n-d_f-d_g-1)}{l+1}$. Most importantly, our technique for solving the PLSwE requires such degree bounds to decode up to this capability.

Ideally we could decode up to $\frac{l(n-d_f-d_g-1)}{l+1}$ errors by taking the bounds tight, i.e. $d_f = \deg(f)$, $d_g = \deg(g)$. Our lack of knowledge of the real degrees $\deg(f), \deg(g)$ limits us to correct this ideal amount of errors. Indeed, the
bounds \(d_f\) and \(d_g\) could overestimate the degrees of \(f(x)\) and \(g(x)\), thus significantly decreasing all our error correction capability bounds.

In this work, we propose a parameter oblivious (\cite{11}, \cite{9}) algorithm that allows to get closer to the ideal error correction capability even without the knowledge of the real degrees.

In \cite{11} the authors already observed that even for classic RS codes (Section II), the knowledge of a bound instead of the real degree of \(f\), could decrease the error correction capability.

We will explain later where these bounds come from. Our new algorithm that allows to get closer to the ideal error correction capability even without the knowledge of the real degrees.

Informally speaking, we will see in the following theorem that the algorithm can (probabilistically) detect the solution of instances \((y_j)_{1 \leq j \leq n}\) of a PLSE with parameters \(n, d_f, d_g, d_A, d_b, \epsilon\) whenever \(|E| \geq \max(\epsilon_{GLZ}^{'}), \epsilon_{KPS}^{'}\)

\[
\epsilon_{BK} := \frac{n - \max(\deg(f) + d_g, \deg(g) + d_f) - 1}{2} \geq \epsilon_{BK},
\]

\[
\epsilon_{KPS} := \frac{n - \max(d_A + \deg(f), d_b + \deg(g)) - 1}{2} \geq \epsilon_{KPS}.
\]

The same holds for \(\epsilon_{GLZ}^{''}\) w.r.t. \(\epsilon_{KPS}^{'}\).

The main idea consists in the introduction of some others parameters \(\delta_f, \delta_g, \xi\) and on the study of the solution space of the key equation 5 with new degree constraints \(\delta_f + \xi\) and \(\delta_g + \xi\). As in (8), we define

\[
\delta_f^* := \min(\delta_f - \deg(f), \delta_g - \deg(g) + \xi) + |E|. \quad (9)
\]

Informally speaking, we will see in the following theorem that the introduction of these new degree constraints will allow us to increase the error correction capability.

**Theorem 11.** (Parameter oblivious algorithm)

If \(|E| \leq \max(\epsilon_{GLZ}^{''}, \epsilon_{GLZ}^{'''})\) then Algorithm 1 outputs \((\varphi, \psi)\) for all instances \((y_j)_{1 \leq j \leq n}\) of the PLSE. Moreover \((\varphi, \psi) = (\Lambda f, \Lambda g)\) with probability \(1 - 2 - (2d_b + 1)\).

If \(|E| > \max(\epsilon_{GLZ}^{''}, \epsilon_{GLZ}^{'''})\), then Algorithm 1 returns \(\text{"}[E] > \max(\epsilon_{GLZ}^{''}, \epsilon_{GLZ}^{'''})\text{"} with probability \(1 - 2 - (2d_b + 1)\).

The fact that the algorithm can (probabilistically) detect if \(|E|\) exceeds the error correction capability could be used inside another algorithm that would dynamically increase the redundancy \(n\) by requesting evaluation on new points, (cf. \cite{5}, Algorithm 4.1).

**Remark 12.** In order to compute the nonzero minimal degree solution (e.g. in line 7 of Algorithm 1), we can use two different approaches: \cite{5} uses column echelon form of the basis of the ker\((M_{\gamma, \delta, \xi, \epsilon})\) whereas \cite{12} proposes \(\mathbb{F}_q[x]\)-module techniques. The latter approach yields the best complexity, i.e. \(O^\omega (l^{2n-1})\) arithmetic operations in \(\mathbb{F}_q\) where \(\omega < 2.38\) is the linear algebra exponent.

**VI. Technical results**

**Theorem 13.** Fix \(\delta_f, \delta_g, \xi \geq 0\) and let \(\delta_f^E\) as in (9).

Let \((y_j)_{1 \leq j \leq n}\) be an instance of the PLSE with parameters \(n, \deg(f), \deg(g), \deg(A), \deg(D), \nu\) where \(\nu \geq \min(N_1, N_2)\) and

- \(N_1 := \max(\delta_f + \deg(g), \delta_g + \deg(f)) + \xi + |E|/l + 1\),
- \(N_2 := \max(\delta_f + \deg(A), \delta_g + \deg(b)) + \xi + |E|/l + 1\),

Then, with probability at least \(1 - 2 - q\),

\[
S_{y, \delta_f^*, \xi, \delta_g^*, \xi} = \langle \Lambda f, \Lambda g, \Lambda \alpha \rangle_{0 \leq i < \delta_f^E} \quad (10)
\]

By convention, if \(\delta_f^E < 0\), we set \(\langle \Lambda f, \Lambda g, \Lambda \alpha \rangle_{0 \leq i < \delta_f^E} = \{0, 0\}\).

Proof. We start by proving that there exists a PLSE instance \((y_j)_{1 \leq j \leq n}\) with the same parameters such that Eq. (10). We take a partition \(E = \bigcup_{i=1}^l I_i\) with the constraint \(|I_i| \leq |E|/l\) (it exists since \(|E|/l \geq |E|\)). For \(j \in E\), we define \(i(j) \leq l\) as the unique index such that \(j \in I_{i(j)}\).

We separate two cases to prove that \(\psi(x)g(x) = f(x)\). First if \(\min(N_1, N_2) = N_1\), then for all \(j \in E\) we choose \(y_j \in \mathbb{F}_q^{l \times 1}\) such that \(f(\alpha_j) - g(\alpha_j) y_j = \nu_{ij}\), where \(\nu_{ij} \in \mathbb{F}_q^{l \times 1}\) is a vector whose \((i(j))\)-entry is 1 and all the others are zero. We multiply by \(\psi(\alpha_j)\) and we get \(\psi(\alpha_j) f(\alpha_j) - g(\alpha_j) \psi(\alpha_j) y_j = \psi(\alpha_j)\nu_{ij}\). By Key Equation (6) we can replace \(\psi(\alpha_j) y_j\) by \(\psi(\alpha_j)\). Fix \(i\), then \(\nu_{ij} \notin I_i\). \(\psi(\alpha_j) f(\alpha_j) - g(\alpha_j) \phi(\alpha_j) = 0\). The number of roots of the polynomial \(\psi(x)f(x) - g(x)\) is then \(n - |I_i| \geq n - |E|/l \geq \max(\delta_f + \deg(f), \delta_f + \deg(g) + \xi + 1\).

Hence, since this polynomial has more roots than its degree it is the zero polynomial.

Second, if \(\min(N_1, N_2) = N_2\), then for all \(j \in E\) we choose \(y_j\) such that \(f(\alpha_j) - g(\alpha_j) y_j = A(\alpha_j)^{-1} g(\alpha_j) \nu_{ij}\) or equivalently \(A(\alpha_j) y_j - A(\alpha_j) f(\alpha_j)/g(\alpha_j) = \nu_{ij}\). Since
A(\alpha_j)f(\alpha_j)\rho(\alpha_j) = b(\alpha_j), after multiplying by \psi(\alpha_j) and using the key equation (6) we get A(\alpha_j)\varphi(\alpha_j) - \psi(\alpha_j)b(\alpha_j) = \psi(\alpha_j)\nu_i(j). Fix i, then \forall j \notin I_i, (A(\alpha_j)\varphi(\alpha_j) - \psi(\alpha_j)b(\alpha_j))j = 0, i.e. the i-th component of the polynomial vector A(x)\varphi(x) - \psi(x)b(x) vanishes on those \alpha_j. As before the number non \in I_i\geq |I| \geq |E| \geq \max(\delta_f + \deg(A), \delta_g + \deg(A)) + \xi + 1 roots of the polynomial A(x)\varphi(x) - \psi(x)b(x)), is greater than its degree and so it is the zero polynomial. We have that A(x)f(x) - g(x)b(x) = 0 and A(x)\varphi(x) - \psi(x)b(x) = 0. So if we multiply the first equation by \psi(x), the second by g(x) and we subtract we get A(x)\varphi(g(x)) - f(x)\psi(x) = 0. Now, A(x) is full rank and so \varphi(g(x)) - \psi(x) = 0.

Hence in both cases, if f/g is a reduced fraction, there exists R \in \mathbb{F}_q[x] such that \varphi = Rf and \psi = Rg. Going back to Eq. (6), for all j \in E and i = i(j), we get \psi(\alpha_j) - \psi(\alpha_j)y_i = R(\alpha_j)(f(\alpha_j) - g(\alpha_j)y_i) = R(\alpha_j). Therefore \Lambda(x) divides R(x) and (\varphi, \psi) \in (x^\delta f, x^\delta g). The power i must verify i + |E| + \deg(f) = \deg(x^\delta f) \leq \delta_f + \xi and the same for g which implies exactly that i < \delta_{fG}.

Let’s now prove that Eq. (10) holds with high probability. We always have (x^\delta f, x^\delta g) \subseteq \ker(M_{y,\delta_f + \xi, \delta_g + \xi}) = S_{y,\delta_f + \xi, \delta_g + \xi} and Eq. (10) is the equality case. By the rank-nullity theorem, we always have rank(M_{y,\delta_f + \xi, \delta_g + \xi}) \leq \rho where \rho := n(\delta_f + \xi + 1) + \delta_g + \xi - \delta_{fG} and Eq. (10) is equivalent to rank(M_{y,\delta_f + \xi, \delta_g + \xi}) = \rho. In the first part of the proof, we have proved that there exists an instance (y_i)_{1 \leq i \leq n} such that rank(M_{y,\delta_f + \xi, \delta_g + \xi}) = \rho, which means that there exists a non-zero \rho-minor. If we consider this \rho-minor as a polynomial in the variables (y_i), we have shown that it is non zero. Note that it has total degree at most \delta_g + \xi because only the last \delta_g + \xi columns of M_{y,\delta_f + \xi, \delta_g + \xi} contain variables (y_i) (see Eq. (7)). Therefore the Schwartz-Zippel lemma implies that it cannot be zero in more than \frac{\delta_g + \xi}{\delta_f + \xi} fraction of its domain. For those instances (y_i)_{1 \leq i \leq n} that don’t cancel this \rho-minor, we get that rank(M_{y,\delta_f + \xi, \delta_g + \xi}) is equal to \rho and Eq. (10) holds.

**Remark 14.** Let (y_i)_{1 \leq i \leq n} be an instance of the PLSwE with parameters n, d_f, d_g, \varepsilon, d_A, d_B. If we consider \delta_f = d_f, \delta_g = d_g and \xi = \varepsilon, then N_1 = d_f + d_g + \lfloor \frac{(\xi + 1)}{\varepsilon} \rfloor + 1 and N_2 = max(d_A + d_f, d_B + d_g) + \lfloor \frac{(\xi + 1)}{\varepsilon} \rfloor + 1. Hence, if n \geq min(N_1, N_2), by Theorem 13, the solution space S_{y,\delta_f + \xi, \delta_g + \xi} = \langle x^\delta f, x^\delta g \rangle for 0 \leq i \leq \delta_{fG} with probability at least \frac{1 - \frac{\delta_g + \xi}{\varepsilon}}{q}.

Equivalently, we can fix the number of evaluation points and let the error correction capability vary. Thus, let (y_i)_{1 \leq i \leq s} be an instance of a PLSwE with parameters n, d_f, d_g, d_A, d_B, \varepsilon \leq max(\varepsilon_{GLZ}, \varepsilon_{GLZ2}) where

- \varepsilon_{GLZ} = \frac{(n - d_f - d_g - 1)}{\delta_f + \xi - 1},
- \varepsilon_{GLZ2} = \frac{(n - max(d_A + d_f, d_B + d_g) - 1)}{\delta_f + \xi - 1}.

Then, by Theorem 13, the solution space S_{y,\delta_f + \xi, \delta_g + \xi} = \langle x^\delta f, x^\delta g \rangle for 0 \leq i \leq \delta_{fG} with probability at least \frac{1 - \frac{d_g + \xi}{\varepsilon}}{q}. Hence we have proved the Theorem 8 and Theorem 10.

**Proof of Theorem 11.** First we prove that |E| \leq max(\varepsilon_{GLZ}, \varepsilon_{GLZ2}) if there exists a choice of parameters in lines 1 and 4 such that \langle x^\delta f, x^\delta g \rangle_{0 \leq i \leq \delta_{fG}} = \langle 0, 0 \rangle. We observe that \langle x^\delta f, x^\delta g \rangle_{0 \leq i \leq \delta_{fG}} = \langle 0, 0 \rangle is equivalent to \delta_{fG} \geq 0. We suppose that \varepsilon \leq \varepsilon_{GLZ} (we can do the same in the other case) and consider the first choice of \delta_f + \xi and \delta_g + \xi as in line 1. Hence, \varepsilon \leq \varepsilon_{GLZ} if max(deg(f) + d_g, deg(g) + d_f) \leq n - |E| - |\xi| - 1. So, \varepsilon \leq \varepsilon_{GLZ} \iff \left\{ \begin{array}{l} deg(f) = deg(f) + |E| \leq n - d_f - |\xi| - 1 = \delta_f + \xi \\ deg(g) = deg(g) + |E| \leq n - d_g - |\xi| - 1 = \delta_g + \xi \end{array} \right.

Hence, this is equivalent to \delta_{fG} \geq 0.

Now if |E| \leq max(\varepsilon_{GLZ}, \varepsilon_{GLZ2}), the latter claim implies \langle 0, 0 \rangle \neq \langle x^\delta f, x^\delta g \rangle_{0 \leq i \leq \delta_{fG}} \subseteq S_{y,\delta_f + \xi, \delta_g + \xi} and Algorithm 1 always outputs (\varphi, \psi).

Second, we claim that for both choices of parameters \delta_f + \xi, \delta_g + \xi (lines 1 and 4) we have n \geq min(N_1, N_2). In fact, if \delta_f + \xi = n - d_g - |\xi| - 1, \delta_g + \xi = n - d_f - |\xi| - 1 then n \geq N_1 \geq min(N_1, N_2). The same holds for the other affection. The probability that both solution spaces \langle x^\delta f, x^\delta g \rangle_{0 \leq i \leq \delta_{fG}} are equal to \langle x^\delta f, x^\delta g \rangle_{0 \leq i \leq \delta_{fG}} is at least \frac{1 - \frac{2(d_f + 1)}{\delta_f + \xi}}{q} by applying Theorem 13 on two different affectations.

Therefore, we can conclude that if |E| \leq max(\varepsilon_{GLZ}, \varepsilon_{GLZ2}), then with probability at least \frac{1 - \frac{2(d_f + 1)}{\delta_f + \xi}}{q}, \langle x^\delta f, x^\delta g \rangle_{0 \leq i \leq \delta_{fG}} is equal to \langle x^\delta f, x^\delta g \rangle_{0 \leq i \leq \delta_{fG}} and since \delta_{fG} \geq 0, the minimal non zero element is (\varphi, \psi) = \langle \Lambda f, \Lambda g \rangle.

On the other hand, if |E| > max(\varepsilon_{GLZ}, \varepsilon_{GLZ2}), then \delta_{fG} \geq 0 for both affectations, and so \langle x^\delta f, x^\delta g \rangle_{0 \leq i \leq \delta_{fG}} = \langle 0, 0 \rangle. But with probability at least \frac{1 - \frac{2(d_f + 1)}{\delta_f + \xi}}{q}, both solution spaces \langle x^\delta f, x^\delta g \rangle_{0 \leq i \leq \delta_{fG}} \neq \langle 0, 0 \rangle so the algorithm will output “|E| > max(\varepsilon_{GLZ}, \varepsilon_{GLZ2})”

**VII. CONCLUSION AND FUTURE WORK**

In this work, we improve the result of [6] considering new bounds on the parameters and taking into account the degrees of A and b (as in (3)). We also present a parameter oblivious algorithm that allows us to correct more errors. Our algorithm is probabilistic and the failure probability depends on the parameters \delta_f and \xi. Remark that our bound on the failure probability is similar to the original result of [1] for IRS codes. Actually, this bound on the decoding failure of IRS codes was strongly improved in [2]. Since the SRFR coincides with the reconstruction of a vector of rational functions by its evaluations, some of which erroneous, we can see the SRFR as the decoding of an interleaved rational code [9]. Despite the similarity of this problem with the decoding of IRS codes, here we deal with a code which is not linear. This prevent the adaptation of most recent techniques for bounding the probability failure of IRS decoding algorithms. A future work is to provide a better comprehension of the interleaved rational code in order to better bound the failure probability.
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