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Two-phase Scheduling for Efficient Vehicle Sharing
Ji Liu, Member, IEEE, Carlyna Bondiombouy, Lei Mo, Member, IEEE, and Patrick Valduriez

Abstract—Cooperative Intelligent Transport Systems (C-ITS)
is a promising technology to make transportation safer and
more efficient. Ridesharing for long-distance is becoming a key
means of transportation in C-ITS. In this paper, we focus on
private long-distance ridesharing, which reduces the total cost of
vehicle utilization for long-distance journeys. In this context, we
investigate journey scheduling problem with shared vehicles to
reduce the total cost of vehicle utilization. Most of the existing
works directly schedule journeys to vehicles with long scheduling
time and only consider the cost of driving travellers instead of
the total cost. In contrast, to reduce the total cost and scheduling
time, we propose a comprehensive cost model and a two-phase
journey scheduling approach, which includes path generation and
path scheduling. On this basis, we propose two path generation
methods: a simple near optimal method and a reset near optimal
method as well as a greedy based path scheduling method.
Finally, we present an experimental evaluation with different
path generation and path scheduling methods with synthetic data
generated based on real-world data. The results reveal that the
proposed scheduling approach significantly outperforms baseline
methods in terms of total cost (up to 69.8%) and scheduling time
(up to 84.0%) and the scheduling time is reasonable (up to 0.16s).
The results also show that our approach has higher efficiency (up
to 141.7%) than baseline methods.

Index Terms—Vehicle sharing, Path planning problem,
Scheduling, Optimization

I. INTRODUCTION

Cooperative Intelligent Transport Systems (C-ITS) [1]
promise to make transportation safer and more efficient. By
integrating different data sources, C-ITS can deeply change
people’s driving experience by reducing traffic congestion,
providing intelligent transportation algorithms, reducing sig-
nificantly the number of traffic accidents, and finally realizing
unmanned vehicles [2]. For instance, by integrating the loca-
tion of different vehicles, a centralized system could generate a
smart scheduling plan for all the related vehicles. However, ve-
hicle locations in different agencies are not frequently updated
or the data are not fully exploited. When there is an order, an
agency’s employees typically assign the order to an available
vehicle in the agency without paying attention to the overall
cost. In addition, there is no cooperation among different
vehicle agencies and thus, no data integration. By integrating
the data about vehicle locations in different agencies in a single
system, we could achieve smart scheduling so that the total
cost of vehicle utilization is reduced.
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Fig. 1: An example for long-distance ridesharing. A, B, C
represent three groups of travellers distributed in Amsterdam,
Calais and Brussels. 1, 2, 3 respectively represent Group A
travels from Amsterdam to Brussels, Group B from Brussels
to Calais and Group C from Brussels to Amsterdam.

Ridesharing is a promising approach for reducing energy
consumption and traffic congestion while satisfying people’s
commuting needs [3]. Ridesharing based on private cars, often
known as carpooling or recurring ridesharing, has been studied
for years to deal with people’s routine commutes. Furthermore,
ridesharing based on buses or other vehicles for long-distance
travelling is becoming a promising transport manner in C-
ITS [4]. According to the analyses of the French National
Transport Survey [5] and the Europe Environment Agency
(EEA) Report [6], the long-distance is defined as the distance
longer than 80 km across different cities or countries. In
this paper, we focus on private long-distance ridesharing with
vehicles, where several vehicles can realize a set of journeys
for different groups of travellers while a vehicle can only
realize a journey for a single group at a time in order to
ensure the privacy and efficiency of each journey. Private long-
distance ridesharing can be widely exploited to reuse buses
from different bus agencies for several traveller groups in order
to reduce the total cost of vehicle utilization.

As shown in the example presented in Figure 1, three groups
of travellers (A, B and C) are respectively distributed in three
cities, e.g., Amsterdam, Brussels and Calais. Group A needs
to go to Brussels (1), Group B needs to go to Calais (2)
and Group C needs to go to Amsterdam (3). Assume timing
is perfect, i.e., just after Group A arrives in Brussels (1),
Group B can start travelling and just after Group B arrives
in Calais (2), Group C can begin to go to Amsterdam (3).
In this case, without private long-distance ridesharing, each
group needs to rent a vehicle to go from one city to another
with high cost, which includes the cost to return back the
vehicle from their destination city to the original city. With
private long-distance ridesharing, only one vehicle needs to
be exploited, which will go from Amsterdam to Brussels,
Brussels to Calais, and finally back to Amsterdam. This simple
example shows a significant cost reduction for three groups
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with one vehicle. Furthermore, significant cost can be reduced
by exploiting private long-distance ridesharing for multiple
groups of travellers and vehicles.

In order to provide private long-distance ridesharing, the
scheduling of journeys to each vehicle is critical to satisfy
travellers’ requirements in order to reduce total cost. The
journey scheduling process is to map each journey to a vehicle
and decide if the vehicle should be returned back to its
original location after realizing the journey. The result of
the scheduling process is a scheduling plan. A journey can
be realized by any available vehicle with different cost. We
assume that the vehicle is available for driving the travellers
during day time and that there is always an available driver to
drive the vehicle according to the scheduling plan1. A vehicle
has its original location and should be returned back to its
original location after realizing its scheduled journeys. As
the travellers are sensitive to the cost of using vehicles, the
objective of journey scheduling is to reduce the total cost of
realizing all the journeys in the orders. The total cost is the cost
of using the vehicle, including transporting travellers, driving
the vehicle to the start location of each journey and returning
back to the original location. Thus, the problem we address
in this paper is how to efficiently generate a scheduling plan
that reduces the total cost of all the orders.

There are already some scheduling methods [7], [8], [9],
[10] for ridesharing. However, they do not consider the cost to
drive the vehicle to the start location of the scheduled journey
or the cost to return the vehicle back to its original location.
In addition, existing scheduling methods directly schedule
journeys to available vehicles, which corresponds to long
scheduling time. In this paper, we decompose the problem into
two sub-problems and propose a two-phase journey scheduling
approach, which generates paths based on the journeys and
then schedules each path to vehicles in order to minimize the
total cost. A path [11] is a combination of successive journeys
to be scheduled as a unit to a vehicle. A vehicle is not returned
back to its original location until all the journeys in the path are
realized. We propose a cost model to calculate the total cost
to schedule journeys to different vehicles. We propose two
path generation methods, i.e., Simple Near Optimal (SNO)
and Reset Near Optimal (RNO), which yield low cost. In
addition, we propose a greedy path scheduling method in
order to schedule each path to a vehicle in order to reduce
the total cost. The two-phase approach, SNO and the greedy
path scheduling method have already been implemented in the
scheduling system of a startup company, i.e., TUDING2. The
main contributions of this paper are:

1) A problem formulation of journey scheduling problems.
We decompose the journey scheduling problem into two
sub-problems, i.e., path generation problem and path
scheduling problem.

1We assume that a driver is always available for a vehicle. Under the given
scheduling plan, we assign a driver to a vehicle. If the driver is not available
for the whole path, more drivers can be assigned to the vehicle to ensure
that this vehicle can be driven according to the scheduling plan. The cost of
sending a driver to vehicle is out of the scope of the paper as this depends
on the preference of the drivers.

2https://www.tudingbus.com/

2) A cost model for journey scheduling. The cost model
calculates the total cost to realize all the journeys cor-
responding to a scheduling plan with the consideration
of the cost to drive the vehicles to the start location of
each journey and the cost to return vehicles.

3) A two-phase journey scheduling approach with two path
generation algorithms and a greedy path scheduling
algorithm. The two-phase journey scheduling approach
first generates paths based on journeys and then sched-
ules each journey to vehicles in order to reduce the total
cost based on the cost model.

4) An extensive experimental evaluation on synthetic data
based on real-world data, that shows the advantages of
our approach, compared with baseline algorithms.

This paper is organized as follows. Section II discusses
related work. Section III defines some basic concepts, proposes
a cost model and formally defines the scheduling problem we
address in this paper. Section IV describes our proposed two-
phase journey scheduling approach including path generation
methods and path scheduling methods. Section V presents
an experimental evaluation based on synthetic data generated
from real-world data, which shows the advantages of our
proposed methods. Finally, section VI concludes.

II. RELATED WORK

Many existing journey scheduling approaches directly
schedule each journey to each vehicle using heuristics in order
to minimize a cost function [7], [8]. These approaches do not
combine the journeys into paths and the corresponding search
space is big (see details in Section III). Lam et al. [7] propose a
distributed genetic algorithm for scheduling. The principle of a
genetic algorithm is to encode possible scheduling plans into a
population of chromosomes, and subsequently to transform the
population using standard operations of selection, crossover
and mutation, producing successive generations, until the
convergence condition is met. It is hard to configure the initial
chromosomes and convergence condition when there is no
additional information about the scheduling. In addition, strict
convergence condition can incur long execution time as many
iterations are needed [12]. Greedy scheduling algorithms are
proposed to maximize the profits of taxi drivers [9], while
the total cost of the journeys is not considered. The journeys
can be adjusted in order to reduce the number of vehicles to
use for the journeys [8], [10]. However, these methods are
not used for reducing the total cost to realize the journeys.
The total cost includes the cost to drive the vehicle to the start
location of each journey and the cost to return the vehicle to its
original location. A heuristic solution is proposed to schedule
journeys to public vehicles within a short distance, e.g., a city,
in order to have big sharing rate within short scheduling time
[11]. However, this solution does not address the long-distance
vehicle sharing and does not consider the cost to return the
vehicles to the original location. It also directly schedules
journeys to vehicles without generating paths. In addition,
some approaches have other objectives than the total cost, e.g.,
reducing the number of buses [13], maximizing the number of
bus riders [14], improving the utilization efficiency of buses
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[15], or optimizing the traffic based on behavior prediction
[16], [17].

In the case of long-distance journeys, the cost of vehicles
from different agencies or countries is different. Thus, the cost
of different scheduling plans is different. In addition, the cost
to return the vehicle may be significant. As a result, it is critical
to share a rented vehicle for a long time in order to reduce
the cost using a scheduling algorithm. In the case of short
distance journeys, the vehicles are generally within the same
city. Thus, the cost of different vehicles is generally similar.
In addition, the cost to return the vehicle may be negligible.
In this case, there is no need to rent a vehicle for a long time.
Thus, the problem of long-distance vehicle sharing is different
from that of short-distance.

Scheduling vehicles to journeys is similar to the scheduling
of parallel tasks in a distributed system, which is an NP-hard
problem [18]. The vehicles resemble the distributed servers
while each journey corresponds to a task to be scheduled.
There are many algorithms to schedule tasks in distributed
systems, e.g., Opportunistic Load Balancing (OLB) [19], Min-
imum Completion Time (MCT) [19], Data-Intensive Multi-site
task scheduling (DIM) [15] and Heterogeneous Earliest Finish
Time (HEFT) [20]. After adapting them to the scheduling
process of vehicles, they can be described as follows.

OLB randomly selects an available or an earliest available
vehicle for a journey while MCT schedules a journey to
the vehicle that can finish its previous journey first with the
consideration of the time to move from its last place to the
start point of the journey. DIM first schedules the journeys to
the vehicle that has the same place as the start point of the
journey. Then, it balances the workload in each vehicle in order
to achieve load balancing and reduce the overall execution
cost. HEFT gives the priority to each journey according to
the dependencies between journeys and the distance of the
journey, i.e., the distance between the start location and the end
location of the journey. Then, it schedules the journeys with
the highest priority to the vehicle that can finish the journey
first. However, the aforementioned scheduling algorithms do
not take the cost of moving the vehicles from one place to the
start location of a journey or the cost of returning the vehicle
to its original location into consideration, which is critical to
vehicle sharing. The ActGreedy scheduling algorithm [12] can
be used to efficiently schedule the journeys to vehicles for
reducing the cost based on a cost model. However, it does
not consider grouping different journeys into paths in order to
reduce the total cost to realize all the journeys.

The problem we address can be formulated as the Mixed-
Integer Linear Program (MILP) problem as explained in III-E.
Although the B&B method [21] can provide an optimal
solution for the MILP problem, the complexity of B&B can
be exponential [22], which is unacceptable. In our work, our
proposed two-phase approach first generates paths and then
schedules paths to different vehicles. A basic approach to
generating paths is to encapsulate each journey as a path.
However, this approach cannot optimize the combination of
different journeys to reduce cost. A-star is an efficient algo-
rithm to generate a shortest path between two points [23].
However, it lacks the sensibility of the total cost of the

generated path. We propose a greedy approach to generate
a path, which corresponds to the minimal total cost based on
a cost model. Inspired by [8], we propose the adjustment of
journeys while meeting the time requirements of the journeys
in order to reduce the total cost. In addition, there are different
scheduling algorithms to match each path to different vehicles.
A basic approach for path scheduling is to randomly select a
vehicle for each path. Based on the location of the vehicle,
a second approach can be to schedule the path to the bus,
which has the nearest location to the start place of the path.
This approach can reduce the cost to drive the vehicle from its
original location to the start location of the path. In addition, a
path can also be scheduled to the available vehicle that has the
lowest renting cost. However, this approach does not consider
the total cost to realize the whole paths. In this paper, we
propose a greedy approach, which selects the vehicle that
corresponds to the minimum cost to realize the generated
paths.

When vehicle utilization is high, the corresponding schedul-
ing plan typically leads to journey delay problems. A delay
on one journey can cascade through the schedule, delaying
all subsequent journeys on that path, and if all vehicles are
in use there are no spares in case of breakdowns, crashes,
or severe delays. A common strategy to deal with it is to
have some buffer time between journeys and paths [24] while
the buffer may cause more cost [25]. In our cost model,
we can set the rest time (see details in Formula 10) longer
to address the journey delay. As the execution time of our
algorithm (RNO or SNO) is very short, we can re-execute the
scheduling algorithm when there is an important delay. And
then, we dynamically change the scheduling plan based on
the new results of re-execution. In addition, we can assign
a new vehicle to the impacted path without changing other
scheduling plans of other paths [26]. Note that the last two
strategies can be also used in a railway system: a train that is
late has impact on other trains (because of connections) and
the schedule needs to be adjusted.

III. PROBLEM DEFINITION

In this section, we define some basic concepts, present the
time constraints and give a motivating example. Then, we
propose a cost model to estimate the cost corresponding to a
scheduling plan and finally formulate the problem we address
in this paper.

A. Notations and Definitions

We first introduce some important terms, e.g., order, journey
and journey scheduling.

Let us assume that there are multiple requirements from
travellers, denoted by orders, and diverse vehicles to be used
to achieve these orders. An order represents that a group of
travellers wants to travel to different locations. We assume that
the number of travellers in each group is smaller than a limit,
e.g., 20 travellers, so that one vehicle is able to pick up all
the travellers. If an order has more travellers than the limit,
the order can be split into multiple orders and the number of
travellers in each split order is no more than the limit. An
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order contains multiple journeys. A journey represents the
smallest unit of travel, which should be realized by a vehicle
to transport a group of travellers from a start location to an
end location with a time duration defined by the start time
and end time of the journey. The time period of the start
time and end time should be long enough for a vehicle to
travel from the start location to the end location. The start
time of a journey can be postponed or the end time can be
brought forward, i.e., the group of travellers arrive at the end
location before the original end time. A vehicle has an original
location, which means that the vehicle is retrieved from that
location and should be finally returned back to it. The cost of
using a vehicle includes renting, driving without passengers
and driving with passengers. The cost of renting the vehicle
is per day. The cost to drive without passengers is the cost to
drive the vehicle to the start location of each journey or the
cost to return the vehicle to its original location. The cost to
drive with passengers is the cost to transport the travellers from
the start location to the end location defined in the journey.
When the vehicle is at its original location, the cost to drive
without passengers is null. The vehicles belong to different
types, and different types correspond to different costs.

A vehicle can realize several journeys from different orders
without being returned, and thus the vehicle can realize several
paths in order to realize the related journeys. As defined in
Section I, a path [11] is a combination of successive journeys
to be scheduled as a unit to a vehicle. All the journeys of a
path are realized by a vehicle in a sequential manner without
returning the vehicle back to its original location. At the end
of each path, the vehicle should be returned back to its original
location. In addition, a vehicle can realize multiple paths
sequentially. For instance, after it is returned after realizing
all the journeys in a path, a vehicle can start realizing the
journeys of another path.

Journey scheduling is the process that maps each journey
to a vehicle, which generates a scheduling plan. The time
to generate a scheduling plan is called scheduling time. A
scheduling plan defines which vehicle will realize which
journey and whether the vehicle is returned back to its original
location after realizing the journey.

We summarize the symbols used in this paper in Table I.

B. Time Constraints

A scheduling plan should meet three time constraints.
1) The first one (Formula 1) is that different scheduled

journeys should not have overlapping time periods if they
are assigned to the same vehicle. For instance, journey ji is
scheduled to vehicle vl. Then, the start time stjk and end
time etjk of another journey jk that is scheduled to vehicle vl
should meet the following constraint: stji is later than etjk or
etji is earlier than stjk, which is defined in Formula 1 with
“>” representing later than and “<” representing earlier than.

∀ two journeys ji ∈ Jl, jk ∈ Jl,

stji > etjk or etji < stjk
(1)

2) The second time constraint (Formula 2) is that the
intervals of any two successive journeys in the same path
should be long enough to move the vehicle from the end

TABLE I: Symbols used in our cost model.
Symbol Meaning

J Set of journeys (indexed by i or k)
V Set of vehicles (indexed by l)
P Set of paths (indexed by r or u)
SP A scheduling plan defined by a n ∗m matrix
spi,l Scheduling decision for journey ji, vehicle vl
n Number of journeys in J
w Number of vehicles in V
m Number of paths in P
stji Start time of journey ji
etji End time of journey ji
stpr Start time of path pr
etpr End time of path pr
Jl Set of journeys scheduled to vehicle vl
Pl Set of paths scheduled to vehicle vl
slji Start location of journey ji
elji End location of journey ji
oll Original location of vehicle vl
slpr Start location of path pr
elpr End location of path pr

t2 − t1 The amount of time between t1 and t2
loci A location with the index i

location of the former journey (ji) to the start location of the
later journey (jk). Formula 2 ensures that there is enough time
between two journeys, e.g., journeys ji and jk, in the same
path to drive the vehicle from the end location and the end
time of journey ji to the start location of journey jk before
the start time of journey jk. In Formulas 2 and 3, function
Time represents the amount of time that it takes to drive the
vehicle from one location to another.

∀ two successive journeys ji, jk ∈ path,

stjk − etji > Time(eli, slk)
(2)

3) The third time constraint (Formula 3) is that the intervals
of any two successive paths scheduled to the same vehicle
should be long enough to return the vehicle from the end
location of the former path to its original location and to drive
the vehicle from its original location to the start location of
the following path.
∀ two successive paths pr, pu ∈ Pl,

stpu − etpr > Time(elpr, oll) + T ime(oll, slpu)
(3)

C. A Motivating Example

Let us assume that there are m vehicles distributed at
different locations, n journeys ordered by travellers, and a
scheduling plan. When a set of journeys is scheduled to
a vehicle, the scheduled journeys and corresponding paths
should meet the time constraints given in Section III-B. The
vehicle should drive the travellers from the start location to
the end location of each journey. We assume that a vehicle is
capable of transporting the travellers from the start location
to the end location within the required time of each journey.
A path starts from an earliest journey that does not need to
return the vehicle and ends at a journey that needs to return
the vehicle back to its original location. The vehicle is driven
back to its original location after realizing the last journey
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in a path. The last journey is the journey that has the latest
end time in all journeys of the path. Afterwards, the vehicle
continues realizing the following paths until all its scheduled
paths are realized.

The total cost of a vehicle is the cost to realize all the paths.
The cost to realize a path is the cost of each journey and that of
returning the vehicle to its original location (when the vehicle
is rented for a short time, e.g., one day, there is some extra
cost incurred for returning the vehicle at a different location
than the original location [27], [28]). The cost corresponding
to a journey includes the cost to drive the vehicle to the start
location of the journey and the cost to transport the travellers
from the start location to the end location of the journey.
The time to rent a vehicle is counted from the time when
the vehicle starts being driven to the start location of the first
journey in the path to the time when the vehicle is returned
back to its original location. The first journey is the journey
that has the earliest start time in all journeys of the path. The
cost to return the vehicle to its original location can be ignored
when the renting time is longer than a limit, e.g., 3 months
(vehicle agencies can offer a discount on the price of returning
vehicles when the renting time is longer than a limit, because
they earn enough money). The vehicles of different types have
different original locations and may have different costs to
move from one location to another.

Different scheduling plans can incur different costs. In this
paper, we address the problem of how to efficiently generate a
scheduling plan in order to reduce the total cost. Let us assume
that there are three vehicles distributed at Amsterdam (vehicle
A), Brussels (vehicle B) and Calais (vehicle C) as shown in
Figure 1. If we do not consider the Cost to Return vehicles
to their Original Location (CROL), then we could schedule
journey 1 to vehicle A, journey 2 to vehicle B and journey
3 to vehicle C (scheduling plan sp1). In this case, there will
be the cost to return vehicle A back to Amsterdam, vehicle B
back to Brussels and Vehicle C back to Calais, in reality. If we
schedule the three journeys with time constraints and CROL,
e.g., journeys 1, 2, 3, to the vehicle at Amsterdam (vehicle
A) (scheduling plan sp2), there will not be the cost to return
the vehicle back to Amsterdam. It is obvious that sp2 is better
than sp1 as sp2 reduces the cost to return vehicles in reality.
In fact, reusing vehicle A for journeys 2 and 3 is transforming
the cost to return vehicle A after journey 1 to the cost to
realize journeys 2 and 3. In this paper, we propose a two-
phase journey scheduling approach to generate a scheduling
plan similar to sp2 in order to reduce the total cost.

D. Cost Model

The cost of all journeys can be calculated using Formula 4,
where the total cost of all orders is composed of the cost of
each vehicle with the scheduled journeys.

TotalCost(SP ) =
∑
vl∈V

Costl(SP ) (4)

In Formula 4, SP represents a scheduling plan, which is
defined by a matrix of scheduling decision variables, i.e., a
matrix of spi,l. TotalCost(SP ) represents the cost of the
scheduling plan SP . Costl(SP ) represents the cost of vehicle

vl according to the scheduling plan SP . j → v represents that
vehicle v is assigned to journey j. The decision variable spi,l
is defined as

spi,l =

 1, if ji → vl with returning vl
−1, if ji → vl without returning vl
0, if ji is not scheduled to vl

(5)

The total cost (Formula 6) of a vehicle is composed of
the total cost of all the paths of the vehicle. In Formula 6,
PathCostr,l(SP ) represents the total cost to realize Path pr
using vehicle vl according to scheduling plan SP .

Costl(SP ) =
∑

pr∈Pl

PathCostr,l(SP ) (6)

1) Cost of A Path: The total cost of a path (Formula
7) is composed of the cost to realize all the scheduled
journeys, the time cost to use the vehicle for each path
and the cost to return the vehicle from the end location
of the last journey to its original location. In Formula 7,∑

ji∈pr

∑
vi∈V journeyCosti,l ∗ |spi,l| represents the cost to

realize all the journeys in pr according to SP . journeyCosti,l
represents the cost to realize ji using vl. If ji is scheduled
to vl, |spi,l| is 1. TimeCostr,l(SP ) represents the renting
cost to use the vehicle for the path. The renting time starts
from the time to drive the vehicle to the start location of
the first journey of the path and ends at the time when the
vehicle is returned to its original location. TimeCostr,l(SP )
can be calculated based on Formula 11. ReturnCostr,l(SP )
represents the cost to return the vehicle from the end location
of its last scheduled journey in pr to the original location of
vl. When the renting time of a vehicle for the path is longer
than a limit, ReturnCostr,l(SP ) can be ignored and the total
cost of a path can be calculated based on Formula 8.

PathCostr,l(SP ) =
∑
ji∈pr

∑
vl∈V

journeyCosti,l ∗ |spi,l|

+ T imeCostr,l(SP )

+ReturnCostr,l(SP )

(7)

PathCostr,l(SP ) =
∑
ji∈pr

∑
vi∈V

journeyCosti,l ∗ |spi,l|

+ T imeCostr,l(SP )

(8)

2) Cost of A Journey: The cost to realize a journey (For-
mula 9) is composed of the cost to drive the vehicle to the
start location of the journey and the cost to drive the travellers
from the start location to the end location of the journey. In
Formula 9, journeyCosti,l represents the cost to realize the
journey ji using vehicle vl. idleDrivingCostl represents the
cost to drive the vehicle without passengers per time period,
e.g., hour. Time(Loc(vl), slji) represents the time to drive the
vehicle to the start location of a journey. Loc(vl) represents
the location of vehicle vl. The location of the vehicle is
determined by whether ji is the first journey in a path. If
it is the first journey, the location of vehicle vl is the original
location of vl. Otherwise, the location is the end location of the
previous journey that is scheduled to vl. This can be calculated
based on SP . drivingCostl represents the cost to drive the
vehicle with a group of passengers per time period, i.e., hour.
Time(slji, elji) represents the time to drive the vehicle with
the group of passengers from the start location of ji to the end
location of ji, which can be calculated based on Formula 10.
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journeyCosti,l = idleDrivingCostl ∗ T ime(Loc(vl), slji)

+ drivingCostl ∗ T ime(slji, elji)
(9)

In Formula 10, Distance(loci, locj) represents the distance
to drive vehicle v from one location to another. averageSpeed
is configured by the user of the scheduling algorithm. The
calculation of the time considers that the vehicle can be driven
in the daily time and that the driver should have a rest every
three hours. This is applied in the AdaptT ime function of
Formula 10. In addition, we assume that there is always an
available driver to drive the vehicle according to a scheduling
plan. The distance between two locations can be calculated
based on Baidu maps [29], Google maps [30] or formulas of
orthodromic distance [31], which is outside of the scope of
this paper.

T ime(loci, locj) = AdaptT ime(
Distance(loci, locj)

averageSpeed
) (10)

3) Renting Cost of A Path: The renting cost of a path is
calculated based on Formula 11. rentingCostl represents the
cost to rent vl per day. PathT ime(pr) represents the time of
path pr, which is calculated based on Formula 12 or 13.

T imeCostr,l(SP ) = rentingCostl ∗ PathT ime(pr) (11)
Formula 12 represents the time of a path, which is composed

of the time for the journeys in the path, the time to drive the
vehicle to the start location of the first journey and the time to
return the vehicle. The time for the journeys in the paths starts
from the start time of the first journey, e.g., ji, to the end time
of the last journey, e.g., jk. The time to drive the vehicle to
the start location of the first journey and the time to return
the vehicle can be calculated based on Formula 10. When the
renting time for the journeys (etjk−stji+Time(oll, slji)) is
longer than a time limit, e.g., 3 months, the time to return the
vehicle can be ignored and the time of a path can be calculated
based on Formula 13.

PathT ime(pr) = etjk − stji + T ime(oll, slji)

+ T ime(eljk, oll)
(12)

PathT ime(pr) = etjk − stji + T ime(oll, slji) (13)
4) Cost to Return: The cost to drive the vehicle from the

end location of the last journey of a path to its original loca-
tion is calculated based on Formula 14. ReturnCostr,l(SP )
represents the cost to drive the vehicle from its end location
of the last journey of path pr to its original location. In
Formulas 14 and 9, idleDrivingCostl represents the cost to
drive Vehicle vl without passengers per time period, e.g., hour.
Time(elpr, oll) represents the time to drive vl from the end
location of pr to its original location. The end location of pr
is the end location of the last journey in pr, which can be
calculated based on SP . Time(elpr, oll) can be calculated
based on Formula 10.
ReturnCostr,l(SP ) = IdleDrivingCostl ∗ T ime(elpr, oll)

(14)

E. Problem Formulation

The scheduling problem we address in this paper is how
to schedule each journey to an available vehicle in order
to minimize the total cost for all journeys. The problem is

formulated as: how to calculate a decision variable matrix SP
in order to

min
S.T.

TotalCost(SP )

s.t.

{
(1), (2), (3)
spi,l ∈ {1,−1, 0}, ∀spi,l ∈ SP

(15)

We call this problem the original scheduling problem. Each
decision variable contains three possible choices. The size
of the search space of this problem is very large. We can
reduce this search space by decomposing the problem into
two sub-problems, i.e., the decomposed problem. The first
sub-problem, i.e., path generation problem, is how to group
the journeys in a small number of paths in order to minimize
the cost of all journeys. The second problem, i.e., scheduling
problem, is how to schedule the paths to vehicles in order to
minimize the total cost.

1) Path Generation Problem: The first sub-problem is how
to calculate a path generation plan in order to achieve the
objective defined in Formula 16. TotalCost(PGP ) represents
the total cost to realize the journeys in a set of paths, which
does not contain the cost to return back the vehicles to the
original locations. PGP represents a path generation plan.
The time cost to use the vehicle from the start time of a path
to the end time of a path is calculated based on Formula 18.

min
S.T.

TotalCost(PGP )

s.t.

{
(1), (2)
pgpi,r ∈ {0, 1}, ∀ pgpi,r ∈ PGP

(16)

where PGP is defined by a matrix of binary decision variables
pgpi,r, and pgpi,r is defined in Formula 17.

pgpi,r =

{
1 if ji ∈ pr
0 otherwise

(17)

PGP can be represented by a set of paths P . The total
cost of P is calculated based on Formula 18. journeyCosti,l
represents the cost to realize a journey. We assume there is
a vehicle vl, whose idleDrivingCostl, drivingCostl and
rentingCostl is the average cost of all the available vehicles.
Although vl is a vehicle with fixed parameters, we keep index
l in order to have consistency with Formula 9. PathT ime(pr)
represents the time of renting the vehicle, which is calculated
based on Formula 13.

TotalCost(PGP ) =
∑
pr∈P

(
∑
ji∈pr

journeyCosti,l ∗ pgpi,r

+ rentingCostl ∗ PathT ime(pr))

(18)

2) Path Scheduling Problem: The second sub-problem is
how to schedule each path to a vehicle in order to minimize
the total cost, which is given in Formula 19. PSP represents
the scheduling plan of paths, which is defined by a matrix of
binary scheduling decision variables pspr,l defined in Formula
20. TotalCost(PSP, PGP ) represents the total cost of all
paths, which is calculated based on Formula 21.

min
S.T.

TotalCost(PSP, PGP )

s.t.

{
(3)
pspr,l ∈ {0, 1}, ∀ pspr, l ∈ PSP

(19)

The binary scheduling decision variables pspr,l are defined
as follows.

pspr,l =

{
1 if pr is scheduled to vl
0 otherwise

(20)
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Fig. 2: Path generation. Journeys are combined to generate
paths. Each journey belongs to only one path. The journeys
in the same path can only be sequentially realized.

As defined in Formula 21, TotalCost(PSP, PGP ) is the
sum of the costs to realize each path.

TotalCost(PSP, PGP ) =∑
pr∈P

∑
vl∈V

PathCostr,l(getSP (PSP, PGP )) ∗ pspr,l

(21)
where PathCostr,l(getSP (PSP, PGP )) represents the cost
to realize pr using vl. The function getSP (PSP, PGP ) to
infer the scheduling plan SP used in Formula 7 or 8 is based
on Formula 22. Then, the cost of each path can be calculated
based on Formula 7 or 8.

spi,l =


1, if pgpi,r = 1 and pspr,l = 1 and ji is not
the last journey in pr
−1, if pgpi,r = 1 and pspr,l = 1 and ji is the
last journey in pr
0, if pgpi,r = 0 or pspr,l = 0

(22)

These two sub-problems have a linear objective function
and inequality constraints. Some of the variables are binary,
e.g., path generation plan and path scheduling plan, while the
rest are real. Thus, the two sub-problems are Mixed-Integer
Linear Program (MILP) problems [32]. These problems are
not easy to solve since the search space is complex and this
space increases exponentially with the number of journeys, the
number of vehicles and the number of paths.

3) Search Space Analysis: Let us assume that there are
n journeys, w vehicles and m paths. The size of the search
space of the original scheduling problem is 3w∗n. The size of
the search space of the decomposed problem is 2w∗m ∗mn,
where 2w∗m is the size of the search space to schedule paths
to vehicles and mn is the size of the search space to generate
paths. In most cases, e.g., the cases except Baseline presented
in Section V, the size of the search space of the original
scheduling problem is bigger than that of the decomposed
problem according to Lemma III.1.

Lemma III.1. The search space of the decomposed problem
is smaller than that of the original scheduling problem when
m <= n and m < (3/2)w.

Proof: When m < (3/2)w, we have 2w ∗m < 3w. Then,
(2w∗m)n < (3w)n, which equals to 2w∗n∗mn < 3w∗n. When
m <= n, we have 2w∗m <= 2w∗n. Thus, 2w∗m ∗mn < 3w∗n.

IV. TWO-PHASE JOURNEY SCHEDULING

We propose two-phase journey scheduling to address the
journey scheduling problem defined in Formula 15. This
approach first groups the journeys to generate paths as shown

Fig. 3: Path scheduling. Each path is scheduled to a vehicle.
The scheduled paths of the same vehicle should meet the time
constraints presented in Section III-B.
in Figure 2 and then schedules the generated paths to vehicles
as shown in Figure 3. Grouping the journeys to paths addresses
the first sub-problem defined in Formula 16 and scheduling the
generated paths to vehicles addresses the second sub-problem
defined in Formula 19. Algorithm 1 describes the process of
two-phase journey scheduling. In this algorithm, Line 1 first
generates paths based on the journeys while achieving the
minimum total cost. When grouping the journeys, we use an
average cost of all the buses to calculate the cost of each path.
Line 2 schedules different paths to different vehicles in order
to achieve a small total cost.
Algorithm 1 Journey scheduling

Input: journeys: a set of journeys; V : a set of vehicles
Output: SP : a scheduling plan that assigns each journey to

a vehicle
paths← GeneratePaths(journeys)
SP ← SchedulePathsToV ehicles(paths, V )

We can use different methods to generate paths and schedule
paths to vehicles, which we present in this section. The
calculation of cost is based on Formula 21 and the cost model
presented in Section III-D.

A. Path Generation

In this section, we adapt A-Star [33] for path generation
and propose two methods to generate paths, i.e., Simple
Near Optimal (SNO) and Reset Near Optimal (RNO). In
addition, we take a baseline method to compare our proposed
approaches. The baseline path generation algorithm simply
encapsulates each journey to a path.

1) Adapted A-Star: Inspired by [33], the A-star algorithm
can be used to search for the shortest path from a start point
to an end point. We can adapt the A-star algorithm to generate
paths based on a set of journeys, as shown in Algorithm 2.

The goal of our Adapted A-Star is to generate paths in order
to reduce the total cost. Algorithm 2 has two loops. Lines
2-16 generate all the possible paths based on the journeys.
Line 4 gets the earliest start time in the journeys that are not
added to generated paths, i.e., the earliest start time in all the
journeys. Line 5 gets the start location corresponding to the
earliest start time in Line 4. Lines 6-14 add all the journeys
to a path. Line 7 selects the suitable journey that requires
the smallest additional cost to be added to the path according
to Formula 18. In addition, the selected journey should meet
the second time constraint defined in Formula 2 (see details in
Section III-A). The start time of the selected journey should be
late enough so that there is enough time to drive the vehicle
from the end location of the last journey in the path to the
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start location of the selected journey before the start time of
the selected journey. The time constraint is verified in the
getSmallestCost function. If the interval between the end
time of the path and the start time of the selected journey is
longer than three days, we stop adding new journeys (Lines 8-
10). Line 11 adds the journey to the path. Lines 12-13 update
the end time and the start location of the path.

Algorithm 2 Adapted A-Star

Input: J : a set of journeys
Output: P : a set of paths

1: P ← ∅
2: while not all journeys in J are added in a path do
3: path← ∅
4: endT ime = earliestStartT ime(J)
5: startLocation = firstStartLocation(J)
6: while at least a journey in J can be added to path do
7: journeyToAdd ←

getSmallestCost(endT ime, startLocation, J)
8: if Interval(journeyToAdd, path) > limit then
9: break

10: end if
11: path← path ∪ journeyToAdd
12: endT ime = endT ime(journeyToAdd)
13: startLocation = endLocation(journeyToAdd)
14: end while
15: P ← P ∪ path
16: end while

2) Near Optimal Algorithm: Inspired by the ActGreedy
scheduling algorithm [12], we propose a near optimal algo-
rithm to generate a set of paths, which is presented in Algo-
rithm 3. The idea of this algorithm is to reuse a vehicle when
there is a journey, whose start location is in the surrounding
of the destination of the previous journey in the near future,
in order to transform the cost to return vehicles to the cost of
realizing other journeys so that the total cost is reduced.

Algorithm 3 Near Optimal Algorithm

Input: J : a set of journeys
Output: P : a set of paths

1: P ← ∅
2: sortAccordingToStartT ime(J)
3: for Each journey in J do
4: path← getPathWithSmallestCost(P, journey)
5: path← path ∪ journey
6: end for
7: for Each path in P do
8: for Each journey in path do
9: if The cost can be reduced by splitting the path

then
10: P ← merge(P, split(path, journey))
11: end if
12: end for
13: end for

In Algorithm 3, we first sort the journeys according to their
start time (Line 2). Then, for each journey, we assign it a
path that corresponds to the smallest additional cost, i.e., the
difference between the total cost after adding the journey and

that before adding the journey (Lines 3-6). In Line 4, if there is
no available path in P to add journey journey, an empty path
is created and returned. In addition, the newly created path is
put into P in the getPathWithSmallestCost function. Then,
for each path, we split it into multiple paths in order to reduce
the total cost (Lines 8-12) by reducing the useless renting time.
The journeys in a path are in ascending order of start time,
i.e., path = {j1, j2,..., ji, ji+1, ..., jn} with the start time of ji
earlier than that of ji+1. When splitting a path at ji (Function
split), the path is split into path1 and path2 with path1 =
{j1, j2,..., ji} and path2 = {ji+1, ..., jn}. path1 is returned
and put into P and the original path (path) is replaced by
path2 in the merge function (Line 10).

While adding a journey to the path (Line 4), we have two
situations. The first situation is that the start time and the
end time of the journey cannot be modified. In this situation,
we directly add the journey to the path. We call this method
Simple Near Optimal (SNO). The second situation is that
we can adjust the start time and the end time of the journey
Ji in order to reduce the total cost for the following journeys.
We call this adjustment method Reset Near Optimal (RNO).
RNO can postpone the start time or bring the end time forward,
i.e., stj′i >= stji or etj′i <= etji, in order to reduce the
cost according to a temporary path generation plan. Note that
as the original time period includes the adjusted time period
for a journey, the travellers should value the adjusted journey
times as highly as the original one. After adjustment, the
journey should be able to be realized within the start time
and the end time from the start location to the end location as
defined in Formula 23. In Formula 23, etj′i − stj′i represents
the time period of Ji, after adjustment, and Time(slji, elji)
represents the time to drive the travellers from the start location
of the journey to the end location of the journey, which can
be calculated based on Formula 10.

etj′i − stj′i ≥ T ime(slji, elji) (23)

3) Path Generation Algorithm Complexity: Let n denote
the number of journeys. The complexity of Baseline is O(n).
The complexity of Adapted A-Star is O(n2) (the complexity
of Function getSmallestCost is O(n) as it needs to iterate on
all the remaining journeys). This complexity is much bigger
than the baseline approach and corresponds to long scheduling
time. The complexity of SNO and RNO depends on the sorting
algorithm, which can be O(n log n) using TimSort [34], [35].
This complexity is much smaller than that of Adapted A-Star
and is slightly bigger than that of Baseline while it corresponds
to small total cost as presented in Section V.

B. Path Scheduling

Once the paths are generated, they can be scheduled to
different vehicles with small total cost. In this section, we
present three basic methods, i.e., Random [36], Nearest [9]
and Economic [9], and propose one greedy schedule method.
When a path is scheduled to a vehicle, all the journeys in the
path are scheduled to the vehicle. In addition, when a path
is scheduled to a vehicle, the vehicle is able to take all the
travellers in each journey of the order.
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TABLE II: Parameters in average case (A). Costs are in Euro.
Number represents the number of vehicles. Cost represents the
cost to rent a vehicle per day. Idle cost (ICost) represents the
cost to drive the vehicle without passengers per hour. Driving
cost (DCost) represents the cost to drive the vehicle with a
group of passengers per hour in Euro.

Type Cost Location Number ICost DCost
1 350 Porto 2 5 10
2 370 Porto 2 5 10
3 300 Lodz 2 5 10
4 330 Warsaw 2 5 10
5 290 Athens 1 5 10
6 500 Paris 100 5 10

The Random method schedules each path to a random
available vehicle after sorting the paths according to their
total cost based on an average cost of all the vehicles, which
is similar to OLB. The Nearest method schedules each path
to a vehicle that has the nearest location to its start location
after sorting. This method tries to reduce the cost to drive the
scheduled vehicle to its start location. The Economic method
schedules the path to the vehicle that has the smallest renting
cost. This method intends to reduce the cost for long paths.
However, it does not consider the overall total cost.

We propose a greedy path scheduling (Greedy) algorithm
to schedule each path to a vehicle in order to reduce the total
cost, which is described in Algorithm 4. Line 2 sorts the paths
according to their total cost based on an average cost of all
the vehicles. Then, for each path, Line 4 chooses the vehicle
that takes the smallest total cost to realize the path according
to Formula 21.
Algorithm 4 Greedy Path Scheduling

Input: P : a set of paths; V : a set of vehicles
Output: PSP : a path scheduling plan

1: pspr,l = 0 for ∀ pspr,l ∈ PSP
2: sortAccordingToTotalCost(P )
3: for Each pr in P do
4: vl ← getV ehicleWithSmallestCost(V, pr)
5: pspr,l = 1
6: end for

The complexity of Random is O(m), with m representing
the number of paths. The complexity of Nearest and Economic
is the same, i.e., O(m ∗ w) with w representing the number
of types of vehicles. Although the complexity of Nearest and
Economic is bigger than Random, they can generate better
scheduling plans as presented in Section V. The complexity
of Greedy is O(m logm) (when logm is bigger than w) or
O(m ∗w) (when logm is smaller than w), which is the same
(for O(m ∗ w)) or slightly bigger (for O(m logm)) than the
other scheduling methods while generating a better scheduling
plan with small total cost (see Section V for details).

V. EXPERIMENTAL EVALUATION

In this section, we present an experimental evaluation of
our approach. We first present the experimental setup. Then,
we show the experiments. Finally, we summarize the main
experimental results.

A. Experimental Setup

The vehicles and the journey information is synthetically
generated based on real-world data from a bus sharing startup,
i.e., TUDING. We consider a dataset with 649 journeys and
the vehicles originally distributed at five locations, i.e., Porto,
Lodz, Warsaw, Athens and Paris. There are at most 46 journeys
that cover the same time period. This means that at least 46
vehicles can realize all the 649 journeys.

For setting the parameters of the vehicles, we consider
three cases, i.e., Average (A), Limited (L) and General (G).
In case A, vehicles of different types have different renting
costs, original locations and numbers of vehicles while other
parameters, i.e., idle cost and driving cost, are the same. In
case L, vehicles of different types have different renting costs
and different original locations while other parameters, i.e.,
number of vehicles, idle cost and driving cost, are the same.
In case G, vehicles differ in all the parameters, i.e., number
of vehicles, location, idle cost and driving cost.

We implemented the algorithms in Java, i.e., Baseline,
Adapted A-Star (AA-Star for short), SNO and RNO as path
generation method; Random, Nearest, Economic and Greedy
as path scheduling method. In addition, we implemented three
one-phase algorithms, i.e., ActGreedy (1-Greedy) [12], Ge-
netic [7] and Brute force. 1-Greedy and Genetic are designed
without the consideration of the cost to return vehicles while
we implement our cost model in these two algorithms.

The experiments are carried out in a workstation with Intel
quad-core i7-3610QM CPU and 32GB RAM. We use the cost
model presented in Section III-D to compute the total cost.

B. Experimental Results

In this section, we first present the experiments to show that
our proposed approaches are near optimal. Then, we give the
detailed results of executing the program with the 649 journeys
in case A. Afterwards, we give the total cost, scheduling time
and efficiency of the program execution in cases L and G.

1) Near Optimal: In order to show that the scheduling
plans generated by our proposed methods are near optimal,
we compare the total cost of SNO/Greedy and RNO/Greedy
with the optimal scheduling plans generated by a brute force
method without modifying start time and end time. As the
execution time of the brute force method is very long, we only
compare the results with up to 14 journeys and 1 vehicle of
Types 1-5 and 2 vehicles of Type 6 as presented in Table II. As
shown in Figure 4, RNO/Greedy can outperform the optimal
scheduling plans without adjusting start time or end time.
SNO/Greedy can generate the scheduling plans that perform as
well as that of the optimal one, in many cases (42.9%). In all
the cases, the difference of the total cost between SNO/Greedy
and the optimal scheduling plan is less than 1.6%.

2) Average Case: In this section, we present the experiment
results based on the parameters in Table II. We show the
total cost, scheduling time and average efficiency of different
scheduled plans generated by different methods. When using
RNO, 431 journeys have been forced to modify their start
or end time with 339 modifications in start time and 431
modifications in end time.
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Fig. 4: Comparison with optimal scheduling plans.
The total cost calculated based on Formulas 21 is shown in

Figure 5a. Random has the highest total cost compared with
the other three scheduling methods. The combination of our
adapted and proposed methods, i.e., AA-Star and Greedy, SNO
and Greedy and RNO and Greedy, significantly outperforms
(by up to 24%, 26% and 62%, respectively) the combination
of Baseline and Random. Our proposed scheduling method,
i.e., Greedy, performs up to 19.0%, 19.4% and 5.4% better
compared with Random, Nearest and Economic, respectively.
This is expected as our scheduling methods consider the total
cost to realize the journeys. AA-Star outperforms Baseline up
to 17.6%. SNO and RNO perform better than AA-Star and
much better than Baseline. While generating paths, AA-Star,
SNO and RNO reduce the total cost. In addition, RNO can
significantly reduce total cost compared with SNO since it can
further adjust the start time and the end time of the journey
in order to reduce total cost. As RNO and SNO optimize the
generated paths based on total cost, which is different from
the time interval between the scheduled journeys in AA-Star,
RNO and SNO have smaller total cost compared with AA-Star.
When the system is not able to modify the start or end time
of journeys, SNO can be used, performing up to 20.7% and
3.8% better compared with Baseline and AA-Star in terms of
total cost of the generated scheduling plan. When the system
is able to modify the start and end time of journeys, RNO
can be used, performing up to 58.8% and 50.4% better in
terms of total cost of the generated scheduling plan compared
with Baseline and AA-Star. The total cost of Baseline and
Greedy is already smaller than that of 1-Greedy and Genetic.
In addition, our proposed approaches, i.e., RNO/Greedy and
SNO/Greedy, significantly outperform 1-Greedy (18.3% and
58.4%) and Genetic (20.9% and 59.7%), in terms of total cost.

Figure 5b shows the number of generated paths. Since
Baseline encapsulates each journey into a path, it yields the
highest number of paths. By adapting the journeys according
to the ongoing scheduling plan, RNO generates the smallest
number of paths. AA-Star, SNO and RNO yield up to 60%,
71% and 84% fewer paths than Baseline.

Figure 5c shows the total scheduling time, including the
time for path generation and path scheduling. The scheduling
time of 1-Greedy is acceptable (0.62 seconds) while the
scheduling time of genetic is very long (more than 47 seconds).
Figure 5c shows that Baseline is much longer (up to 1.85,
13.25 and 16.1 times) than AA-Star, SNO and RNO, respec-
tively. This is reasonable since Baseline generates more paths
compared with the other methods. Although RNO takes time
to reset the start or end time of journeys, it has shorter total

scheduling time (up to 20%) since it generates fewer paths than
SNO. The total scheduling time of Nearest and Economic is
longer (up to 112% and 98%) than that of Random as they
have slightly higher complexity. The total scheduling time of
Greedy is longer than that of Random (up to 136%), Nearest
(up to 60%) and Economic (45%) while its scheduling plan
incurs the smallest total cost. Compared with the combination
of Baseline/Random, the combination of SNO/Greedy and
RNO/Greedy is respectively up to 77.3% and 78.7% better
in terms of total scheduling time. The total scheduling time
of Greedy with Baseline, SNO (up to 0.17s) and RNO (up to
0.16s) is less than 0.2 seconds, which is quite acceptable.

Figure 5d shows the time to generate paths, i.e., path
generation time, according to different approaches. AA-Star
takes the longest time to generate paths as its complexity is
the highest (see Section IV-A1). The path generation time of
AA-Star is up to 5.3 and 5.1 times longer than SNO and RNO,
respectively. Baseline has the shortest time to generate paths
as it has the smallest complexity. Although the path generation
time of AA-Star, SNO and RNO is much longer than Baseline,
it is much less than 1s, which is quite acceptable.

Figure 5e shows that the path scheduling time of Baseline
is much longer than AA-Star (up to 19 times), SNO (up to 52
times) and RNO (up to 147 times) as Baseline schedules large
number of paths. Figure 5f zooms on the path scheduling time
of AA-Star, SNO and RNO. As AA-Star generates more paths
than SNO and RNO, it takes more time to schedule paths.
RNO yields the smallest number of paths, and its scheduling
time is the smallest among all path generation methods. As the
complexity of Random is the smallest, it yields the smallest
path scheduling time among all path scheduling methods. The
path scheduling times of Nearest and Economic are similar.
The scheduling time of Greedy is longer than Random (up
to 11 times), Nearest (up to 3 times) and Economic (up to 4
times) as it has higher complexity.

Furthermore, we analyse the average efficiency of different
approaches. The efficiency of a scheduling plan is the average
efficiency of all the vehicles, defined in Formula 24. The
efficiency of a vehicle is the ratio between the driving time
(drivingT ime(vl, SP )) and the total time of using the vehicle
(TotalT ime(vl, SP )), as defined in Formula 25. In Formulas
25 24, the scheduling plan SP contains the path generation
plan and the path scheduling plan. As defined in Formula 26,
the driving time of a vehicle is the sum of the driving time
of each scheduled journey. In Formula 26, Time(slji, elji)
represents the time to drive the passengers for a journey, which
can be calculated based on Formula 10. The total time of using
a vehicle is the sum of the times of all the paths scheduled to
it, which can be calculated based on Formula 27. In Formula
27, PathT ime(pr) can be calculated using Formula 12.

efficiency(SP ) =

∑
vl∈V efficiency(vl, SP )

getNumberOfV ehicles(SP )
(24)

efficiency(vl, SP ) =
drivingT ime(vl, SP )

TotalT ime(vl, SP )
(25)

drivingT ime(vl, SP ) =
∑

pr∈Pl

∑
ji∈pr

T ime(slji, elji) (26)
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Fig. 6: Average efficiency of different approaches

TotalT ime(vl, SP ) =
∑

pr∈Pl

PathT ime(pr) (27)

Figure 6 shows the efficiency of different scheduling ap-
proaches. The efficiency of 1-Greedy is much lower than
other methods (less than 32%). The combination of Baseline
and Greedy outperforms both 1-Greedy and Genetic. The
efficiency of different path scheduling methods is almost
similar (the difference is less than 8%) while it differs much
for different path generation methods. Random corresponds
to the least efficiency, as it does not have optimization in
terms of total cost. Our proposed path generation methods,
i.e., AA-Star, SNO and RNO, have higher efficiency (up to
6.2%, 7.4% and 79.5%) compared with Baseline. Note that
RNO corresponds to the highest efficiency, as it optimizes
the journeys according to the scheduling plan. Compared
with the combination of Baseline/Random, the combination
of SNO/Greedy and RNO/Greedy is up to 3.1% and 79.3%
better, respectively.

3) Limited and General Cases: In this section, we present
the results in cases L and G. In case L, the vehicles of different
types only differ in the renting cost and location, as shown in
Table II. The parameters of the vehicles (e.g., the number of

vehicles, the idle and the driving cost of different vehicles) are
the same among different types of vehicles. They are set to
20, 5 and 10, respectively. Figure 7a shows the combination of
RNO/Greedy and SNO/Greedy outperforms the combination
of Baseline/Random up to 46.6% and 69.8%, 1-Greedy (14.3%
and 51.8%) and Genetic (37.5% and 64.9%) in terms of total
cost. In addition, as shown in Figure 7b, the scheduling time
of RNO/Greedy and SNO/Greedy is up to 77.6% and 80.3%,
respectively, smaller than Baseline/Random. The efficiency of
RNO/Greedy and SNO/Greedy is respectively up to 40.2% and
141.7% higher than the combination of Baseline/Random, as
shown in Figure 7c. When using RNO, 431 journeys have been
forced to modify their start or end time with 336 modifications
in start time and 431 modifications in end time.

In case G, the vehicles of different types differ in number,
idle cost and driving cost. The numbers of Types 1-6 are
respectively 5, 10, 15, 20, 25, 30; the idle costs of Types
1-6 are respectively 3, 4, 5, 6, 7, 8; the driving costs of Types
1-6 are respectively 8, 9, 10, 11, 12, 13. Figure 8a shows the
combination of RNO/Greedy and SNO/Greedy outperforms
the combination of Baseline/Random up to 43.9% and 68.4%,
1-Greedy (15.6% and 52.3%) and Genetic (39.5% and 65.8%)
in terms of total cost. As shown in Figure 8b, the schedul-
ing time of RNO/Greedy and SNO/Greedy is up to 81.5%
and 84.0%, respectively, smaller than Baseline/Random. The
efficiency of RNO/Greedy and SNO/Greedy is up to 23.3%
and 123.4%, respectively, higher than Baseline/Random, as
shown in Figure 8c. When using RNO, 431 journeys have
been forced to modify their start or end time, where 339
modifications in start time and 431 modifications in end time.
As we use average cost of all the available vehicles for the
path generation, which is similar for cases A, L, and G, the
numbers of journeys modified in RNO are similar.
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Fig. 7: Experimental results in limited case (L)
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Fig. 8: Experimental results in case G
C. Concluding Remarks

While generating paths, we calculate the total cost based
on the average cost of all the vehicles, which is different
from the cost of the scheduled vehicle of each journey. Thus,
the final result may not be an optimal solution. However,
the combination of SNO or RNO and Greedy can generate a
near optimal scheduling plan (the difference is less than 1.6%
compared with the brute force method), which significantly
outperforms the baseline method and state of the art methods,
i.e., 1-Greedy and Genetic, in terms of total cost, scheduling
time and efficiency. Our proposed approach, i.e., the com-
bination of SNO/Greedy and RNO/Greedy outperforms the
combination of Baseline/Random in terms of total cost (up
to 46.6% and 69.8% respectively), scheduling time (up to
81.5% and 84.0% respectively) and efficiency (up to 40.2%
and 141.7% respectively).

VI. CONCLUSION

Efficient scheduling approaches are promising to improve
people’s driving experience by reducing significantly the cost
of using vehicles to realize travellers’ orders. In this paper, we
proposed a two-phase journey scheduling approach to generate
scheduling plans while reducing total cost. This approach
includes a cost model to calculate the total cost based on
a scheduling plan, two path generation methods, i.e., SNO
and RNO, and a greedy scheduling method. We evaluated
our approach by comparing the proposed path generation
methods to a baseline method and the scheduling method to
three other methods, i.e., Random, Nearest and Economic. Our
evaluation shows that our proposed path generation methods,
i.e., SNO and RNO, outperform (up to 20.7% and 58.8%)

Baseline in terms of total cost. In addition, Greedy performs
(up to 19.0%) better than Random. The scheduling time of
our approach is smaller than 2.5 seconds, which is acceptable.
Our proposed path generation algorithms, i.e., SNO and RNO,
correspond to higher efficiency (up to 7.4% and 79.5%)
compared with Baseline. As a result, the combination of
SNO/Greedy and RNO/Greedy significantly outperforms the
combination of Baseline/Random in terms of total cost (up to
46.6% and 69.8% respectively), scheduling time (up to 81.5%
and 84.0% respectively) and efficiency (up to 40.2%/141.7%
respectively).
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