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Abstract: 

In order to reduce the costs of industrial testing of analog and Radio Frequency (RF) integrated circuits, a 

widely studied solution is indirect testing. Indeed, indirect testing is based on learning-machine algorithms to 

train a regression model that links the space of low-cost indirect measurements to the space of performance 

parameters guaranteed by datasheets, thus relaxing the constraints on expensive test equipment. This article 

explores the potential benefit of using ensemble learning in this context. Unlike traditional learning models 

that use a single model to estimate targeted parameters, ensemble-learning models involve training several 

individual regression models and combining their outputs to improve the predictive power of the ensemble 

model. Different ensemble methods based on bagging, boosting or stacking are investigated and compared to 

classical individual models. Experiments are performed on three RF performances of a LNA for which we 

have production test data and model quality is discussed in terms of goodness-of-fit, accuracy and reliability. 

The influence of the training set size is also explored. Finally, the efficiency of classical and ensemble models 

is compared in the context of a two-tier test flow that permits to tradeoff test cost and test quality. 
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Abstract — In order to reduce the costs of industrial testing of analog and Radio Frequency (RF) integrated 

circuits, a widely studied solution is indirect testing. Indeed, indirect testing is based on learning-machine 

algorithms to train a regression model that links the space of low-cost indirect measurements to the space of 

performance parameters guaranteed by datasheets, thus relaxing the constraints on expensive test equipment. 

This article explores the potential benefit of using ensemble learning in this context. Unlike traditional learning 

models that use a single model to estimate targeted parameters, ensemble-learning models involve training 

several individual regression models and combining their outputs to improve the predictive power of the 

ensemble model. Different ensemble methods based on bagging, boosting or stacking are investigated and 

compared to classical individual models. Experiments are performed on three RF performances of a LNA for 

which we have production test data and model quality is discussed in terms of goodness-of-fit, accuracy and 

reliability. The influence of the training set size is also explored. Finally, the efficiency of classical and ensemble 

models is compared in the context of a two-tier test flow that permits to tradeoff test cost and test quality. 
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1 Introduction 

A circuit must be testable to be viable and for more than 50 years, the testing of integrated circuits has been 

incorporated into their development process. In the case of digital blocks, even though complexity has exploded over 

the decades, fault-oriented testing has allowed to limit the part of the testing costs of these blocks. On the other hand, 

for analog and RF blocks, even if they have evolved less in complexity than digital blocks, their testing costs have 

continued to increase. The main reason is that there is no recognized fault model for analog and RF blocks and therefore 

fault-oriented approaches are inadequate. In consequence, analog and RF circuits are tested with a specification-oriented 

approach, which relies on the measurement of the circuit performances and the verification of whether these 

performances comply with the datasheet. This approach ensures a satisfying test quality but the required measurements 

necessitate very expensive test equipment and long test time, which are responsible for the excessive testing costs.  

Several approaches have been studied to avoid these direct performance measurements. All fault model-based 

solutions such as digital test techniques never achieved an acceptable level of test efficiency, even if recent solutions 

improve the effectiveness of these techniques [1]. Built-in-Self-Test or DFT (Design for Testability) solutions often 

reduce the required external resources [2], but have a significant silicon impact, and above all, do not allow performance 

to be measured with the same accuracy as external measurement instruments. 

In this context, an interesting approach is to adopt an indirect test strategy based on machine-learning algorithms. 

The objective is to evaluate the circuit performances, not by the classical direct measurements but by measurements of 

other parameters, called Indirect Measurements (IMs), which only necessitate low-cost test resources and low test time. 

In a preliminary learning phase, both the conventional measurements of the device performances and the low-cost 

indirect measurements are performed on a set of training devices, in order to establish the correlation between the two 

types of parameters. Then, in the production testing phase, the performances of every new device are evaluated based 

solely on the low-cost indirect measurements, and the previously learned correlation.  

This approach of indirect testing has been largely studied in the literature over the past twenty years [3-22]. The 

general objective is to find solutions to improve the accuracy of the correlation between IMs and RF performances of 
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the circuit and to ensure a good robustness of the prediction during the production testing phase. Some techniques 

therefore seek to select the most relevant IMs, or even create new specific IMs with new stimuli or power supply values, 

or even integrate additional sensors into the circuit. Other studies seek to find the most relevant machine-learning 

algorithms, with reproducible and generic strategies to optimize the accuracy and robustness of the estimations. 

In this paper, we focus on a new kind of learning algorithms, namely ensemble methods, to see whether they can 

improve the indirect test efficiency. Indeed, in the recent years, ensemble methods have gained in popularity and have 

shown their superiority over classical learning algorithms in a number of application domains. However, to the best of 

our knowledge, only a limited number of works have addressed the use of these methods in the specific context of 

analog/RF indirect test. An ensemble method is used in [9] to implement indirect test on a LNA circuit, but no 

comparison with classical methods is realized, neither with different types of ensemble methods. A study is presented 

in [23] that gives a first analysis of the benefit that can be achieved by using different types of ensemble methods, in 

terms of model accuracy and reliability. In this paper, we extend this latter work with a more detailed analysis with 

respect to the different metrics; we also explore the influence of the training set size and investigate the potentialities of 

a two-tier test flow.  

This paper is organized as follows. Section 2 recalls the basics of the indirect test approach. Section 3 gives an 

overview of the classical methods commonly used to build a regression model and introduces the principle of three 

types of ensemble methods. The experimental protocol developed to perform the comparative analysis between classical 

and ensemble methods, and the practical case study under investigation are presented in Section 4. First results are 

discussed in section 5 regarding the quality of the generated models, for each RF performance to be evaluated. Section 

6 is devoted to the influence of the training set size. A global analysis of the results is then presented in Section 7 and 

the efficiency of classical and ensemble models is compared in the context of a two-tier test flow. Finally, Section 8 

concludes the paper.   

2 Indirect Test Principle 

The underlying idea of indirect testing is that process variations that affect the device performances also affect non-

conventional low-cost indirect parameters. If the correlation between the indirect parameter space and the specification 

space can be established, then specifications may be verified using only the low-cost indirect signatures. Unfortunately, 

the relation between these two sets of parameters is complex and cannot be simply identified with an analytic function. 

The solution commonly implemented uses machine-learning algorithms. 

 

Fig.1. Indirect test synopsis 

The indirect test synopsis is actually split into two distinct phases, namely training and production testing phases, as 

illustrated in Figure 1. The idea is to learn during the training phase the unknown dependency between the low-cost 

indirect measurements (IMi) and the conventional performance measurements (Pj). To achieve this, both the 
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specification tests and the low-cost measurements are performed on a set of training devices and a machine-learning 

algorithm is trained to build regression models that map the indirect parameter space to the performance parameter 

space. During the production testing phase, only the low-cost indirect measurements are performed and the 

specifications of every new device are predicted using the mapping learned in the initial training phase.  

3 Regression Models: Overview 

3.1 Classical Methods 

The classical approach to predict the value of a target parameter on unseen instances is to build a single regression 

model. Many different algorithms exist to perform this task. The most popular algorithms used in the context of indirect 

test are Multiple Linear Regression (MLR), Multi-Adaptive Regression Splines (MARS), and Support Vector Machine 

(SVM). The fundamentals of these models are briefly described hereafter.  

3.1.1 Multiple Linear Regression (MLR) 

An MLR model is a simple analytical model that expresses a linear relationship between the output variable (the 

circuit performance to be predicted) and multiple individual input variables (the indirect measurements). The main 

interest of this model is that it gives a clear idea of how the inputs affect the output. Moreover, because of its extreme 

simplicity, it is very fast to compute. However, because it assumes only linear relationship between the input and output 

variables, it might not be appropriate to correctly represent complex data.  

3.1.2 Multi-Adpatative Regression Splines (MARS)  

A more refined model is a MARS model, which is based on non-parametric regression. It can be considered as an 

extension of linear models. Nonetheless, it includes automatic modeling of nonlinearities and interactions between 

variables. In particular, the technique involves the partitioning of the input space into several regions, each one with its 

own regression equation. The algorithm automatically computes the different parameters related to the partitioning of 

the input space and the combination of the variables. The main advantage of a MARS model is that it makes no 

assumption about the underlying functional relationship between the dependent and independent variables. In 

counterpart, its computational cost is much higher than for MLR models.  

3.1.3 Support Vector Machine (SVM)  

SVM is a supervised machine learning algorithm which can be used for both classification or regression challenges. 

The general objective of the SVM algorithm is to find a hyperplane which separates the data into classes. The algorithm 

exploits built-in kernel methods that transform non-linear data into an optimized linear representation in a higher 

dimensional space. It is capable of solving linear and non-linear problems. Support Vector Machine has been used in 

several different domains and has demonstrated its ability to produce accurate results with reasonable computational 

power.  

3.2 Ensemble Methods 

When it comes to choosing a prediction model, there is no obvious winner among the various proposed algorithms; 

each model has its shortfalls and advantages. To cope with the model performance dependency on the size and the 

structure of the training data, researchers have started to use multiple regression models and aggregate their outcomes 

to get the final prediction results. The idea is that with an appropriate combination of diverse individual models, it should 

be possible to exploit the strengths and overcome the weaknesses of the individual models and obtain better overall 

predictive performance. This approach is called ensemble learning, which refers to the procedures used to train multiple 

individual regression models (base learners) and combine their outputs in order to improve the stability and the 

predictive power of the ensemble model. Numerous methods for constructing ensemble models have been proposed in 

the literature [24], which include parallel and sequential methods, based either on a single type of base learners 

(homogenous ensemble model) or learners of different types (heterogeneous ensemble model). In this section, we 

describe the general principle of the three most popular methods.  

3.2.1 Bagging 

Bagging stands for bootstrap aggregation. The basic motivation for bagging is to decrease the variance by averaging 

multiple estimates. The principle consists in using bootstrap resampling (random sampling with replacement) to 

generate different data subsets from the original training set. Multiple base learners are then trained on these random 
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subsets and the outputs of the base learners are averaged to produce the final estimate. Bagging is a parallel ensemble 

method that can be applied with any type of prediction model, but the most common application is with decision trees. 

A very popular algorithm that follows the bagging technique is Random Forest (RandF), which uses decision trees as 

base learners but also randomizes the trees by selecting a random subset of features (Indirect Measurements in our 

context). 

3.2.2 Boosting  

Boosting is also a method that relies on building multiple base learners on different datasets. However, unlike 

bagging, boosting is a sequential method. The idea is to incrementally build an ensemble by training, at each iteration, 

a predictor model that will correct its predecessor, by focusing on the under-fitted samples that present a large prediction 

error. The most popular method of boosting is AdaBoost (Adaptive Boosting). In this technique, the first predictor is 

learned on the entire dataset, with an equal weight assigned to all training samples. Then at each iteration, the algorithm 

modifies the weights of the training samples, giving higher weights to under-fitted samples. Finally, results of all 

predictors are aggregated using a weighting sum to produce the final prediction. Another popular boosting technique is 

Gradient Boosting. As in the AdaBoost algorithm, a new model is generated at each iteration with the objective to 

correct the predecessor model; the main difference is that the algorithm tries to fit residual errors made by the previous 

predictor instead of updating the training samples weights. As for bagging, boosting techniques can be applied with any 

type of prediction model, but they are usually applied with decision tree methods. 

3.2.3 Stacking method 

Stacking is a heterogeneous ensemble method that exploits a different principle than bagging and boosting 

techniques, that is based on the concept of a meta learner. The main concept is to use a prediction model to perform the 

aggregation of multiple base models. Practically, the technique involves two phases. First, multiple base learners are 

trained on the same dataset, generally using models of different types. The outputs of these base learners are then used 

to train a higher-level learner, called meta-learner. The two essential differences between stacking and bagging/boosting 

are: (i) the base models are not obtained by manipulating the training data but by using different model types, and (ii) 

the aggregation of the different base models is not performed by a simple combiner such as averaging or weighted sum 

but by a prediction model.  

4 Experimental setup 

4.1 Protocol of Experiments 

In order to explore whether ensemble methods can bring benefits over classical methods, the experimental protocol 

depicted in Figure 2 has been defined. It involves 4 main phases that consist in (i) population partitioning, (ii) feature 

selection, (iii) model construction and (iv) test efficiency evaluation. Details on these different phases are given 

hereafter.  

 
Fig.2. General overview of the experimental protocol 
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The first phase involves the partitioning of the population into two different sets. The first one will be used to train 

the prediction model and the second one with be used to evaluate the constructed model. Note that it is important to 

evaluate the performance of the model on different instances than the ones used for training, to verify the generalization 

ability of the model and avoid issues related to overfitting. In this work, we use Latin Hypercube Sampling (LHS) to 

perform the partitioning. This technique ensures that both the training and validation sets have similar statistical 

characteristics.  

The second phase consists in selecting pertinent IMs among the set of available measurements. This problem of 

selecting a subset of features among a larger set is a recurrent problem in the field of machine-learning, known as feature 

selection. Various algorithms have been proposed, which can be divided into three categories, namely filters, wrappers 

and embedded methods [25]. In the context of indirect testing, the solution commonly employed is a wrapper method 

based on Sequential Forward Selection (SFS). The procedure starts by building a regression model for each available 

IM and selecting the IM that generates the model with the minimum prediction error (lowest Root Mean Square Error 

score). At the second iteration, a regression model is built for each pair of IMs that includes the previously selected IM; 

the pair that gives the best model is then selected. The process then continues with triplets and so on, until a stopping 

criterion is reached, for instance the number of selected IMs reaches a maximum target limit. In this work, we have 

implemented such a procedure using the MARS algorithm to build the regression models and limiting the search to a 

maximum of 15 features. The IM selection through SFS procedure is performed independently for each RF specification. 

The set of selected IMs is different from one RF specification to the other, however some IMs appear in the selected set 

of several specifications. 

The third phase consists in building a regression model using the features selected in the previous phase. In this 

work, the objective is to investigate whether ensemble methods can outperform classical regression methods. We have 

chosen to compare three classical prediction models with five ensemble models. For the classical regression methods, 

we have implemented the three model types presented in section 3.1, namely MLR, MARS and SVM models. For the 

ensemble methods, we have implemented models belonging to the different categories presented in section 3.2: 

- Bagging: one ensemble model is built from ten MARS models trained in parallel on ten bootstrap samples of the 

original training set. 

- Boosting: one ensemble model is built using the AdaBoost algorithm with a sequential training of ten MARS 

models, and one ensemble model is built using the Gradient Boosting algorithm with 100 decision trees. 

- Stacking: one ensemble model is built using the three classical models (MLR, MARS, SVM) as base models, 

and one ensemble model is built by adding a Random Forest (bagging algorithm applied on 300 decision trees) 

as a fourth base model. In both cases, the aggregation of the base learners is realized by the MARS algorithm. 

Finally, the last phase concerns the evaluation of the test efficiency. In this phase, all the models built in the previous 

phase are used to achieve performance prediction of the devices in the validation set. Several metrics are then computed 

to evaluate the performance of the different prediction models.  

The most commonly used metric to evaluate the quality of a model in the context of indirect testing is the Mean 

Square Error (MSE) or the Root Mean Square Error (RMSE), which is a measure of the difference between the values 

predicted by a model and the observed values. This metric gives information on the accuracy of a model. The interest 

of the RMSE score is that it is expressed in units of the variable of interest. It is computed as the square root of the 

average of squared errors: 

 𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (𝑦𝑖 − �̂�𝑖)2𝑛

𝑖=1  

where yi is the actual performance value of the ith instance, ŷi is the predicted performance value of the ith instance 

and n is the number of instances in the validation set.  

Note that the RMSE score depends on the variable scale. Therefore, it can be used to compare different models for a 

given variable but not between different variables. To facilitate the comparison between variables with different scales, 

normalization can be applied. Although there is no consistent means of normalization in the literature, common choices 

are the mean or the range of the observed data. In this paper, we define the Normalized Root Mean Square Error 

(NRMSE), expressed in percentage, as the RMSE divided by the mean �̅� of the observed data: 
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 𝑁𝑅𝑀𝑆𝐸 =
𝑅𝑀𝑆𝐸

�̅�
 

Another common metric used in statistics to evaluate the quality of a model is the coefficient of determination R2, 

which is a measure of how well the regression predictions approximate the real data points. This score is a measure of 

the goodness-of-fit of a model and it is computed as: 

 𝑅2 = 1 −
∑ (𝑦𝑖−�̂�𝑖)2𝑛

𝑖=1

∑ (𝑦𝑖−�̅�)2𝑛
𝑖=1

 

The interest of the R2 score is that it is a normalized score that ranges between 0 and 1 therefore permits comparison 

across different variables.  

Note the NRMSE score can be related to the R2 score with: 

 𝑁𝑅𝑀𝑆𝐸 =
𝜎𝑦

�̅�
∗ √1 − 𝑅2 = 𝐶𝑉𝑦 ∗ √1 − 𝑅2 

where 𝜎𝑦  is the standard deviation of the observed data, and 𝐶𝑉𝑦 = 𝜎𝑦/�̅�  is the coefficient of variation which 

corresponds to a standardized measure of the variability of the population. 

This equation indicates that, despite normalization, the NRMSE score has a dependence with the observed data since 

it depends not only on the quality of the model through the R2 score, but also on dispersion of the observed data through 

the coefficient of variation CVy. Comparison of NRMSE scores between variables might be meaningless if the observed 

data for each variable present a very different dispersion. In contrast, the R2 score permits fair comparison across 

different variables.  

Another metric has been suggested in [16], which permits to quantify the prediction reliability of a model. This 

metric, called Failing Prediction Rate (FPR), expresses the percentage of circuits with a prediction error that exceeds 

the conventional measurement uncertainty 𝜀𝑚𝑒𝑎𝑠: 

 𝐹𝑃𝑅 =
1

𝑛
 ∑ (|𝑦𝑖 − �̂�𝑖| > 𝜀𝑚𝑒𝑎𝑠)𝑛

𝑖=1  with (|𝑦𝑖 − �̂�𝑖| > 𝜀𝑚𝑒𝑎𝑠) = 1   if true 

   (|𝑦𝑖 − �̂�𝑖| > 𝜀𝑚𝑒𝑎𝑠) = 0   otherwise

Lastly, if the test limits are available, we can compute another metric called the Misclassification Rate (MR). This 

metric simply expresses the ratio of misclassified circuits with respect to the total number of circuits.  

In this paper, we will use all these metrics to present and comment results.  

4.2 Case Study 

The test vehicle is a Low-Noise Amplifier (LNA) for which we have production test data on 3,850 devices. More 

precisely, test data include the conventional measurements of three RF specification performances, namely the gain, the 

output power at 1dB compression point (P1dB) and the third-order intercept point (IP3). Test data also include 79 low-

cost indirect measurements, which correspond to DC voltages on internal nodes (the device is equipped with an internal 

DC bus and internal DC probes) and DC signatures delivered by built-in process monitors. The distribution of the three 

RF performances is illustrated in Figure 3 and the main characteristics are summarized in Table I.  

A first general comment is that the RF performances under investigation do not exhibit a Gaussian distribution. 

Another important point to highlight is that the three RF performances correspond to three different situations:  

- For the gain, we observe a very tight distribution with dispersion of only 0.51% and a standard deviation that is 

even smaller than the measurement uncertainty. The test limits are located far away outside the distribution of 

available samples; as a consequence, there are no bad circuits with respect to the gain performance. 

- For P1dB, we observe a slightly larger distribution with a dispersion around 1% and a standard deviation that is 

around twice the measurement uncertainty. For this performance, the lower test limit is located very close to the 

left tail of the distribution; three samples have a P1dB performance inferior to this limit, which means that only 

a negligible portion of the population (less than 0.1%) are bad circuits with respect to the P1dB performance.  

- For IP3, we observe a significantly larger distribution with a dispersion around 2% but a standard deviation that 

is only about 1.5 times the measurement uncertainty. For this performance, the lower test limit falls within the 

distribution of available samples; 807 samples exhibit an IP3 performance inferior to this limit, which means 

that around 20% of the population are bad circuits with respect to the IP3 performance.  
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It will be particularly interesting to see how the indirect test approach, and more specifically the different types of 

model, are able to handle these three different situations. In this objective, the experimental protocol presented in the 

previous subsection has been applied on the three RF performances and results are commented in the following section.  

 

 
Fig.3. Distribution of the 3 RF performances under investigation 

 

TABLE I.  SUMMARY OF THE MAIN CHARACTERICTICS FOR THE 3 RF PERFORMANCES UNDER INVESTIGATION 

 
RF Performance 

Gain P1dB IP3 

 Mean value 17.78dB 19.74dBm 34.68dBm 

 Standard deviation 0.09dB 0.24dBm 0.72dBm 

 Coefficient of variation 0.51% 1.22% 2.08% 

 Meas. uncertainty 0.1dB 0.1dB 0.5dB 

 Test limits [17.3dB;19.5dB] [19dBm;22dBm] [34dBm;43dBm] 

 # good circuits 3850 3847 3043 

 # bad circuits 0 3 807 

 

5 First results 

5.1 Prediction of gain (G) 

Figure 4 summarizes the comparison between classical and ensemble methods for the prediction of the gain 

specification. More precisely, it reports the evolution of R2, NRMSE and FPR scores evaluated on the validation set with 

respect to the number of features used in the regression model for the different methods (classical models are plotted in 

dotted lines and ensemble models in solid lines).  



9 

Several comments arise from the analysis of these graphs. Regarding classical methods, there is a clear advantage to 

models generated by MARS algorithm compared to MLR and SVM. The best solution is actually obtained using MARS 

model built with nine features, with a R2 score of 0.65, a NRMSE score of 0.29% and a FPR score of 2.9%. Regarding 

ensemble methods, models generated using stacking are more performing than models generated using boosting or 

bagging. The best solution corresponds to an ensemble model built with nine features that combines MLR, MARS, 

SVM and Random Forest (RandF) models. This model permits to reach a R2 score of 0.72, a NRMSE score of 0.26% 

and a FPR score of 1.5%.  

More generally for the gain specification, these results show that it is possible to obtain a benefit by using ensemble 

methods compared to classical methods, especially when stacking is applied. Compared to the best solution obtained 

using a classical method (MARS model in this case), the benefit is particularly visible on the achieved goodness-of-fit 

with a R2 score that gains +0.07 and on the robustness with a FPR score that is reduced by a factor of almost two. The 

improvement is less visible on the accuracy with a NRMSE score that only reduces of 0.03%. However, it should be 

noticed that, whatever the method used to build the regression model and despite the fact that the R2 score is relatively 

low, a very good accuracy is achieved for this specification. This good accuracy mainly comes from the fact that the 

observed population exhibits a very tight distribution with a very low coefficient of variation.  

      
                                                              (a)                                                                                                   (b) 

 
                                                                                                                  (c) 

Fig.4. Comparison of classical and ensemble methods for gain prediction:  

(a) R2 score, (b) NRMSE score and (c) FPR score  
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5.2 Prediction of output power at 1dB compression point (P1dB) 

Figure 5 summarizes the comparison between classical and ensemble methods for the prediction of the P1dB 

specification, in terms of R2, NRMSE and FPR scores achieved on the validation set by using the different methods.  

Regarding classical methods, unlike the gain specification, we can observe that SVM models are more powerful than 

MARS or MLR models, especially when only a limited number of features are used; results are then almost comparable 

when a higher number of features are used. The best solution is obtained using an SVM model built with eight features, 

with a R2 score of 0.85, a NRMSE score of 0.48% and a FPR score of 12.3%. Regarding ensemble methods, we observe 

a similar trend than for the gain specification, i.e. models generated using stacking appear more powerful than models 

generated using boosting or bagging. The best solution corresponds to an ensemble model built with twelve features 

that combines MLR, MARS, SVM and Random Forest models. This model permits to reach a R2 score of 0.87, a NRMSE 

score of 0.45% and a FPR score of 11.2%.  

   
                                                              (a)                                                                                                   (b) 

 
                                                                                                                  (c) 

Fig.5. Comparison of classical and ensemble methods for P1dB prediction:  

(a) R2 score, (b) NRMSE score and (c) FPR score  

Globally for the P1dB specification, there is a slight benefit in using ensemble models generated with stacking 

compared to the best model generated with a classical method (SVM model in this case), with a more limited 

improvement than for the gain specification. In this case, the R2 score only gains +0.02 and both the NRMSE and FPR 
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scores remain in the same range. Notice that for this specification, despite the fact that the achieved goodness-of-fit is 

much better than for the gain, the achieved accuracy and the robustness are significantly lower than for the gain.  

5.3 Prediction of third order intercept point (IP3) 

Figure 6 summarizes the comparison between classical and ensemble methods for the prediction of the IP3 

specification, in terms of R2, NRMSE and FPR scores achieved on the validation set by using the different methods.  

In case of the IP3 specification, a similar behavior than for the P1dB specification is observed, i.e. the more powerful 

models obtained with classical methods are SVM models and the more powerful models generated with ensemble 

methods are models generated with stacking. However, the benefit brought by the use of ensemble methods is not 

obvious in this case. Indeed, the best solution obtained with a classical method is a SVM model built with 14 features 

that exhibits a R2 score of 0.93, a NRMSE score of 0.57% and a FPR score of 0.59%, while the best solution obtained 

with an ensemble method is a stacked model built with 14 features that exhibits a R2 score of 0.94, a NRMSE score of 

0.52% and a FPR score of 0.70%. There is therefore a small improvement of the R2 and NRMSE scores but a small 

degradation of the FPR score. Notice that for this specification, whatever the method used to build the regression model, 

good results are obtained for all of the three metrics that express goodness-of-fit, accuracy and reliability  

   
                                                              (a)                                                                                                   (b) 

 
                                                                                                                  (c) 

Fig.6. Comparison of classical and ensemble methods for IP3 prediction:  

(a) R2 score, (b) NRMSE score and (c) FPR score 
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6 Influence of the training set size 

In this section, we want to investigate whether the use of ensemble learning might offer additional benefit with 

respect to the training set size. In this objective, we have performed additional experiments by reducing gradually the 

size of the training set. More precisely, we have considered three different sizes of training sets: 1,000, 500, and 200 

circuits. The circuits for the various training sets have been chosen among the initial training set population of 2,000 

circuits by using LHS, in order to preserve the distribution of each specification.  

Then for each specification, we have selected the best ensemble model and the best classical model in terms of 

accuracy when the learning is performed on the initial training set of 2,000 circuits (MARS model for the Gain 

specification and SVM models for the P1dB and IP3 specifications in case of the classical approach, and stacked models 

for the three specifications in case of the ensemble approach). All these models have been trained on the different 

training sets and the R2, NRMSE and FPR scores have been recorded. Note that whatever the size of the training set, all 

metrics are evaluated on the same validation set composed of 1,850 devices. 

Results are summarized in Figure 7, which shows the evolution of the different metrics with respect to the size of 

the training set used, for the three specifications.  

   
                                                              (a)                                                                                                   (b) 

 
                                                                                                                  (c) 

Fig.7. Influence of the training set size on performances achieved for the best classical and ensemble learning models  

for the 3 RF specifications: (a) R2 score, (b) NRMSE score and (c) FPR score  
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As expected, there is a global degradation in the achieved scores as the training set size reduces, both for classical 

and ensemble models. This degradation is almost negligible when the training set sizes reduces from 2,000 to 1,000 

devices, and then more pronounced when the training set size further reduces down to 500 and 200 devices. However, 

the situation differs depending on the considered metric and the evaluated specification.  

In term of goodness-of-fit, the superiority of the ensemble model over the classical model is preserved whatever the 

size of the training set and whatever the evaluated specification. Nonetheless, we were expecting a more robust 

performance from ensemble learning, where we hoped to have a sort of stability while reducing the size of the training 

set, while we actually observe a decline in the R2 score that is roughly similar to the case of classical algorithms. 

In term of accuracy, we have the same trend overall, i.e. the ensemble models outperform the classical models for 

the different training set sizes and the three RF specifications, but the superiority of ensemble models does not increase 

as the training set size reduces. There is even an exception for the P1dB specification when the training set is composed 

only of 200 circuits. In this case, the NRMSE score achieved by the classical SVM model is slightly lower than the one 

achieved by the stacked ensemble model.  

Finally, in term of reliability, the comparison between classical and ensemble models differs depending on the 

evaluated specification. For the IP3 specification, the best classical and ensemble models present a comparable 

performance with nearly equivalent FPR scores over the different training set sizes. For the Gain specification, there is 

a clear advantage for the best ensemble model compared to the best classic model when the learning is performed on 

2,000 devices, but this advantage lessens as the training set size reduces and eventually vanishes when the learning is 

performed only on 200 devices. In contrast for the P1dB specification, the dominance of the ensemble model observed 

when the learning is performed on 2,000 devices increases as the size of the training set reduces. This is the only case 

where the use of the ensemble model leads to a better stability than the classical model.  

Globally, this experiment shows that the benefit of using ensemble models is conserved, but it does not necessarily 

bring additional robustness with respect to the training set size.  

7 Summary and discussion 

Table II summarizes the best results obtained using either classical or ensemble methods for the three RF 

specifications, with learning performed on the training set of 2,000 devices. The criterion considered to select the “best” 

solution is the maximum value of R2 score computed on the validation set. A first general comment is that the use of 

ensemble methods, and in particular ensemble methods based on stacking, permits to obtain an improvement in the 

goodness-of-fit of the generated model for the three specifications. However, the level of improvement is different in 

each case and seems to depend on the quality of the goodness-of-fit that can be reached by a single model. These results 

actually tend to indicate that the benefit of using the ensemble model reduces as the R2 score reached by a single model 

increases. The use of ensemble methods also permits to obtain an improvement in the accuracy of the generated models 

for the three specifications, but it is a minor improvement with a reduction of the NRMSE score only of few hundredths 

of percentage point. In contrast, the situation is more diverse with respect to the reliability of the generated models. 

Indeed, we observe a significant reduction by about a factor of two of the FPR score in case of the gain specification, 

only a minor reduction of the FPR score in case of the P1dB specification, and a slight degradation of the FPR score in 

case of the IP3 specification.  

Still, an important point to underline is that when using classical methods, the type of model that gives the best 

results differs depending on the specification (MARS or SVM). In contrast, ensemble models built with stacking always 

lead to the best results. It is an interesting characteristic to have a solution able to handle a variety of different situations. 

Furthermore, the use of ensemble learning especially stacking will not add any substantial implementation effort or raise 

the complexity of the procedure, since the difference in the computation time of training the various regression models 

is minimal, and in the order of seconds. 

   

Hence globally, the use of ensemble models that are built using stacking appears to be an interesting option. 

Moreover, it should be mentioned that we didn’t explore all the possibilities offered by stacking. Further improvements 

might be obtained, for instance by including other types of model as base learners which will add more diversity to the 

model collection, or by changing the type of the aggregating model (MARS model in this study).  
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TABLE II.  COMPARISON BETWEEN CLASSICAL AND ENSEMBLE METHODS: SUMMARY OF BEST RESULTS  
FOR THE 3 RF PERFORMANCES 

 
 Best solution selected from max(R2) on validation set 

RF Perf Model R2 (*) NRMSE (*) FPR (*) MR (*) # feat. 

Classical 

method 

Gain MARS 0.65 0.29% 2.86% 0% 9 

P1dB SVM 0.85 0.48% 12.32% 0.1% 8 

IP3 SVM 0.93 0.57% 0.59% 4.2% 14 

Ensemble 

method 

Gain Stack+RandF 0.72 0.26% 1.51% 0% 9 

P1dB Stack+RandF 0.87 0.45% 11.24% 0.1% 12 

IP3 Stack+RandF 0.94 0.52% 0.70% 4.2% 14 
(*) Score computed on validation set 

More generally, this study also opens the question on what is a pertinent metric to evaluate indirect test efficiency. 

Indeed, results show that achieved performances significantly vary depending on the considered specification and the 

considered metric.  

First, it appears that there is no evident relation between the goodness-of-fit, the accuracy and the reliability of a 

model. Indeed, for the gain specification, the best model has a rather low quality in terms of goodness-of-fit with a R2 

score around 0.7, but a good accuracy with a NRMSE below 0.3% and fairly good reliability with less than 2% of the 

devices that exhibit a prediction error which exceeds the classical measurement uncertainty. In contrast for the P1dB 

specification, we can obtain a reasonable quality in terms of goodness-of-fit with a R2 score around 0.85 together with 

a good accuracy with a NRMSE smaller than 0.5%, but a relatively low reliability with more than 10% of the devices 

that exhibit a prediction error which exceeds the classical measurement uncertainty. Finally, for the IP3 specification, 

we can have at the same time good quality in terms of goodness-of-fit with a R2 score higher than 0.9, good accuracy 

with a NRMSE around 0.5%, and good reliability with less than 1% of the devices that exhibit a prediction error that 

exceeds the classical measurement uncertainty. 

Then, it should be highlighted that it is difficult to establish a link between these different metrics and the 

misclassification rate. Indeed, the misclassification rate strongly depends on the location of the test limits with respect 

to the distribution of available samples. For instance, in case of the gain specification, the test limits are located far away 

from the distribution; despite the relatively low goodness-of-fit of the models, all devices are correctly classified as 

good circuits and a perfect misclassification rate of 0% is achieved. In contrast for the IP3 specification, the lower test 

limit falls within the distribution; so even if we have models with very good goodness-of-fit, accuracy and reliability, 

around 4% of the circuits are misclassified, which can be considered as a non-negligible number. Yet, this result should 

be mitigated by the fact that all the misclassified circuits are located relatively close to the test limit, as illustrated in 

Figure 8, which highlights the location of misclassified circuits on the global IP3 distribution of the validation set. In 

fact, the computed misclassification rate might not be fully representative of the indirect test efficiency because it does 

not take into account the uncertainty that can affect the conventional measurement. 

To further explain this point, let us analyze more in details Figure 8. When the measurement uncertainty is taken 

into account, it exists a region around the test limit where the circuits might be either good or bad circuits; only circuits 

outside this region can be trustfully defined as good or bad circuits by the conventional method. For our practical case 

on the IP3 specification, among the 1,850 circuits of the validation set, 400 are within the uncertainty region, 180 are 

trusted bad circuits and 1,270 are trusted good circuits. Now looking at the results of the indirect test, it appears that 

almost all the misclassified circuits are located within the uncertainty region, only five circuits being outside this region. 

The computed misclassification rate of 4% does not permit to reveal this situation. A more pertinent metric might be to 

compute the coverage of trusted classifications, i.e. the percentage of circuits that have a correct decision with the 

indirect prediction among the number of circuits that have a certain decision with the conventional measurement. For 

our case study, 1,450 circuits have a certain decision with the conventional measurement and 1,445 of them have a 

correct decision with the indirect prediction, which corresponds to a very good coverage of 99.66%. We believe that 

this metric can be more representative of the indirect test efficiency than the misclassification rate classically computed. 
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Fig.8. Illustration of misclassified devices by using the “Stack+RandF” ensemble model for IP3 specification 

 

These observations pinpoint one of the main obstacles towards the wide deployment of indirect test in an industrial 

context, i.e. the difficulty to assess the confidence in the decision to classify a device as good or bad based only on 

indirect measurements. To tackle this issue, an interesting approach has been proposed in [6], which consists in 

implementing an adaptive test flow. The idea is to implement a two-tier test flow where the first tier corresponds to the 

indirect test and the second tier corresponds to the conventional specification test. The principle is that during production 

test, every device is first processed by the indirect test. If the confidence in the decision proposed by this first tier is high 

enough, the device is labeled according to the indirect test decision; otherwise it goes to the second tier where it is 

retested through the standard specification test. The objective of this approach is to preserve the test quality of 

specification testing while leveraging the low-cost of indirect testing. This solution has been investigated in the context 

of classification-oriented indirect test, where the machine-learning algorithm is not trained to predict the device 

performances but to directly perform classification in the indirect measurements space. The solution that has been 

developed relies on the allocation of appropriate guard-bands in the indirect measurements space in order to assess 

whether the device is suspect to misclassification or whether the indirect test decision can be trusted with good 

confidence.  

In our case the situation is different because we are in the context of prediction-oriented indirect test, but the principle 

of a two-tier test flow can be preserved. Based on the observation that almost all the misclassified circuits are located 

relatively close to the test limit and that very good coverage is obtained outside the uncertainty region, the idea is to 

define a tolerance zone around the test limit. Every device with a prediction that falls outside this tolerance zone will be 

classified as a good or bad device based on the estimated performance, while every device with a prediction that falls 

within the tolerance zone will be directed to the second tier to be evaluated through conventional specification test. The 

synoptic of this two-tier test flow is illustrated in Figure 9; the training phase remains unchanged, only the production 

testing phase is modified. 
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Fig.9. Synopsis of the adaptive two-tier test flow 

The first natural solution to choose the size of the tolerance zone is to consider the conventional measurement 

uncertainty. However, an interesting characteristic of this two-tier test flow is that by varying the size of the tolerance 

zone around the test limit, we can have an exploration of the tradeoff between test quality and test cost, and therefore 

facilitates the development of cost-effective test plan. Indeed, in the initial implementation of the indirect test, there is 

no tolerance zone around the test limit and 100% of the devices evaluated during production test are processed by the 

low-cost first tier. The test cost is therefore minimum but the test quality expressed in terms of misclassification rate 

might not be sufficient to meet with industrial constraints. By creating and enlarging the tolerance zone around the test 

limit, we can expect an improvement of the test quality with a decrease of the misclassification rate, but at the expense 

of retesting a number of devices and therefore lessening the benefit in terms of test cost reduction.  

This potentiality has been investigated on our test vehicle with respect to the IP3 specification. In particular, we have 

compared the tradeoff between the global misclassification rate of the test flow and the number of devices that need to 

be retested with a conventional specification test, for the best performing classical and ensemble models. Results are 

summarized in Figure 10.  

 

Fig.10. Tradeoff curve between the misclassification rate and the percentage of retested device,  

for the best classical and ensemble learning models 
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The analysis of these results reveals that the two-tier test flow offers the possibility to reduce the global testing costs 

without compromising the test quality. Indeed, this strategy allows to achieve the same quality as a conventional 

specification test with a perfect 0% misclassification rate, but only 33% of the devices that need to be evaluated by the 

expensive conventional specification test while the other 67% are correctly evaluated by the low-cost indirect test. 

Moreover, these results indicate that further benefit can be obtained if a certain level of acceptance can be tolerated on 

the misclassification rate. Indeed, starting from the initial point where all the devices are evaluated only by the indirect 

test flow, which gives a misclassification rate around 4%, there is a rapid decrease in the achieved misclassification rate 

when conventionally re-testing a part of the circuits in a second tier. For instance, a misclassification rate below 1% can 

be obtained with less than 10% of the devices that need to go through a specification test, leading to a substantial benefit 

in terms of testing costs compared to the conventional specification test of all circuits. Here again, it is important to 

underline that the 1% of misclassified devices are not fully defective devices, but just devices that marginally fail the 

specification. Finally, regarding the comparison between the best classical model and the best ensemble model, there is 

no massive difference but the ensemble model seems a bit more performing, especially when a level of acceptance can 

be tolerated on the misclassification rate.  

 

8 Conclusion 

This paper reports an investigation on the benefit that could be provided by using ensemble methods for indirect 

testing of RF circuits. Different ensemble methods based on bagging, boosting and stacking have been studied and 

compared to classical individual models, namely MLR, MARS and SVM models, in terms of goodness-of-fit, accuracy 

and reliability. The experimental protocol that has been developed for this purpose has been applied to the practical case 

of study of a Low-Noise Amplifier for which we have production test data related to three RF performances and several 

dozens of low-cost indirect measurements. From this study, it appears that ensemble models built with stacking lead to 

the best models compared to ensemble models built with bagging or boosting in all cases (RF performance, number of 

features, training set size). Furthermore, this study shows that, in most situations, such models surpass classical 

individual models’ performance, both in terms of accuracy and reliability, and tend to have a stronger predictive power. 

Overall, ensemble models built with stacking appear to be the most suitable solution for a wide range of situations. This 

study should be deepened by exploring and adding more diversity to the model collection (i.e. including other types of 

model as base learners), or by changing the type of the aggregating model (MARS model in this study). Finally, this 

paper highlights a meaningful question in the context of indirect RF testing on the pertinence of the metrics used to 

qualify a model. Not only are the metrics of goodness-of-fit, accuracy, and reliability independent of each other, but 

also it is difficult to relate them to an industrial test misclassification rate. This paper then proposes a new way of 

computing the misclassification rate by taking into account the conventional measurement uncertainty: the coverage of 

trusted classifications. In the extension of this idea, a two-step test flow is proposed that allows choosing the best 

compromise between test cost and test quality for each type of device and specification. This flow consists in re-testing 

by conventional measurement of RF specifications only those circuits for which the level of confidence in the 

classification decision by indirect testing is not satisfactory, offering the possibility to reduce the global testing costs 

without compromising the test quality. 
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