
HAL Id: lirmm-03009795
https://hal-lirmm.ccsd.cnrs.fr/lirmm-03009795v1

Submitted on 17 Nov 2020 (v1), last revised 27 Nov 2020 (v2)

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Diver tracking in open waters: A low-cost approach
based on visual and acoustic sensor fusion

Mohamed Walid Remmas, Ahmed Chemori, Maarja Kruusmaa

To cite this version:
Mohamed Walid Remmas, Ahmed Chemori, Maarja Kruusmaa. Diver tracking in open waters: A
low-cost approach based on visual and acoustic sensor fusion. Journal of Field Robotics, inPress,
�10.1002/rob.21999�. �lirmm-03009795v1�

https://hal-lirmm.ccsd.cnrs.fr/lirmm-03009795v1
https://hal.archives-ouvertes.fr


Diver Tracking in Open Waters: A Low-Cost

Approach Based on Visual and Acoustic Sensor Fusion

Walid Remmas∗

Department of Computer Systems
Tallinn University Of Technology

Ehitajate tee 5, 12616 Tallinn, Estonia
LIRMM, University of Montpellier, CNRS
161 Rue Ada, 34095 Montpellier, France

walid.remmas@taltech.ee

Ahmed Chemori
LIRMM

University of Montpellier, CNRS
161 Rue Ada, 34095 Montpellier, France

ahmed.chemori@lirmm.fr

Maarja Kruusmaa
Department of Computer Systems
Tallinn University Of Technology

Ehitajate tee 5, 12616 Tallinn, Estonia
maarja.kruusmaa@taltech.ee

Abstract

The design of a robust perception method is a substantial component towards achieving
underwater human-robot collaboration. However, in complex environments such as the
oceans, perception is still a challenging issue. Data-fusion of different sensing modalities can
improve perception in dynamic and unstructured ocean environments. This work addresses
the control of a highly-maneuverable autonomous underwater vehicle for diver tracking
based on visual and acoustic signals data fusion, measured by low-cost sensors. The
underwater vehicle U-CAT tracks a diver using a 3-DOF fuzzy logic Mamdani controller.
The proposed tracking approach was validated through open waters real-time experiments.
Combining acoustic and visual signals for underwater target tracking provides several ad-
vantages compared to previously done related research. The obtained results show

:::::::
suggest

that the proposed solution ensures effective detection and tracking in open-waterpoor
visibility operating conditions.

Keywords: Underwater Robotics, Diver Tracking, Data-Fusion, Computer Vision, Collab-
orative Robotics

1 Introduction

Research on collaborative robots, has brought humans and robots to share the same workspace (Colgate
et al., 1996). Combining the high accuracy and speed of robots with the expertise of humans, cobots are
used to reduce high-risk and/or laborious work requiring human intervention, thus, reducing work-related
accidents. Collaborative robots are used in various applications, such as in industry (Hentout et al., 2019) for
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Figure 1: Picture of the U-CAT robot with a diver during lake inspection.

manufacturing and assembling, in robotics for rehabilitation (Aggogeri et al., 2019), and nursing (Robinson
et al., 2014), and in space exploration (Bernard et al., 2018).

Underwater human-robot collaboration is another potential application in this field of research (Islam et al.,
2019; Mǐsković et al., 2015; Gomez Chavez et al., 2019). On one side, the autonomy of underwater robots
is still limited, due to the fact that most of the communication and localization technology developed for
on-land applications is impractical under water. On the other side, humans have relatively limited payload
capacity, limited diving time, and cannot risk to go in confined spaces. Therefore, Autonomous Underwater
Vehicles (AUVs) could be used in underwater missions to help divers, carrying extra payload, collecting data
and samples, taking footage of the inspected area, performing photogrammetry, and so on.

A substantial component to achieve underwater human-robot collaboration, is to detect and track a diver.
Accurately tracking a diver (Mǐsković et al., 2015) using small underwater vehicles would be a big step
into developing underwater companion robots that can be used for underwater archaeology and off-shore
structures inspection

::::::::::::::::::::
(Mǐsković et al., 2015) (cf. Figure 1).

The research of target detection and tracking is quite mature in land applications (Ren et al., 2017; Kakinuma
et al., 2012; Lekkala and Mittal, 2016; Yagimli and Varol, 2009; Zou and Tseng, 2012); however, it is still a
challenging topic in underwater environments. The poor propagation of electromagnetic waves under water
restricts high-bandwidth communication, which makes most of the communication and localization techno-
logy developed for on-land applications impractical in sea. Furthermore, the particular optical properties
of light propagation in water (absorption and diffusion phenomena (Duntley, 1963), presence of sediments,
high turbidity, etc.) limits the use of vision based methods for underwater target tracking

::::::::::::::
(Duntley, 1963).

A lot of research has been done in this context, using either vision-based, and/or acoustic-based methods.
In spite of the limited detection range and the difficulty of feature extraction using digital cameras, there
are situations where the visibility conditions are good, for example when the object is close, or when the
AUV operates in calm or shallow waters. A wide variety of vision-based research has been conducted, and
different features can be used to detect an object. The color as a feature was used by (Yu et al., 2001),
and later by (Dudek et al., 2005) to visually guide an amphibious legged underwater robot. This technique
is robust against scale and rotational variations, and partial occlusions, however, the phenomenon of color
absorption in water limits the use of this technique to only clear water and close-range applications.

Shape as a feature for underwater object detection was used in (Han and Choi, 2011) and (Lee et al., 2003).
However, this technique is only robust when the target has an a priori known, and invariant shape. A study
comparing other methods such as Template Matching, Weighted Template Matching, and Mean-Shift based
techniques were conducted in (Kim et al., 2012). Yet, template matching techniques require good visibility
to extract relevant features from the image. Many other techniques exist, for instance, optical flow can be



Figure 2: Comparison of two methods of underwater perception: Acoustic detection is more accurate
and works in a wider range, while underwater vision is more affordable, has a higher sampling frequency and
higher resolution.

used for underwater pipeline tracking (Cheng and Jiang, 2012), however, optical flow techniques are not
well-suited for diver tracking applications, as using this method leads to the detection of all moving objects
in a scene. Background subtraction techniques can also be used for detecting a moving object (Prabowo
et al., 2017); nevertheless, this technique works better when having a static camera. (Sattar and Dudek,
2007; Sattar and Dudek, 2009) proposed an algorithm based on the periodic motion of a diver’s flippers.
However, this method requires good visibility, and close range

:::::::
distance

:
to the flippers. (Buelow and Birk,

2011) proposed an algorithm based on the Fourier Mellin Invariant to detect moving objects, such as divers,
on a moving scene. (Chavez et al., 2015) proposed a variation of the Nearest Class-Mean Forests to detect and
track divers visually. (DeMarco et al., 2013) showed the potential of sonar imagery in detecting divers based
on computer vision segmentation techniques to detect moving objects in the sonar image, and processing
the identified blobs using cluster classification.

Recently, enabled by the increase of computing power of GPUs’ parallel architectures, neural network mod-
eling is widely used in image processing (LeCun et al., 2015). Therefore, state of the art algorithms for
on-land object detection and classification are based on deep neural networks (DNN) architectures (Redmon
and Farhadi, 2018; Li et al., 2019; Cao et al., 2019; Duan et al., 2019). Many researchers are now using
DNN techniques either with digital cameras for underwater target tracking (Islam et al., 2019; Shkurti et al.,
2017) and multi-target tracking (Xia and Sattar, 2019; de Langis and Sattar, 2019), or with sonar imagery
(Cardozo et al., 2017; Kamal et al., 2013; Lee, 2017; Song et al., 2017). Depending on the data-set on
which this method is trained on, it can be robust against partial occlusions, rotations, and scale-variations.
Furthermore, down-scaled DNN models have been recently proposed in the literature (Redmon and Farhadi,
2018; Howard et al., 2017). Such models can be implemented on vehicles with limited computing capabilit-
ies, for fast and reliable target (or multi-target) detection. In spite of the work and research developed for
underwater target tracking, vision-based techniques still require good visibility, being in a close range to the
target, and having the target inside the camera’s FOV.

However, all
::
All

:
the vision techniques based either on digital camera or acoustic imaging mentioned above

suffer from the same issue; the target
::::
diver

:
needs to be within the sensor’s field of view, otherwise, it can be

lost, and the possibility to recover its location based on visual sensors only hasn’t .
:::::

This
::::::

limits
::::
the

::::::
diver’s

:::::::
mobility

::::
and

:::::::::
cognitive

::::
load

:::
as

:::
the

:::::
diver

::::
has

::
to

:::::::
always

::::
stay

::
in

::::
the

::::::::
camera’s

::::
field

:::
of

:::::
view.

::::::::::
Moreover,

::::::
during

::::::::::
underwater

::::::::
missions,

:::::::::::
underwater

:::::::
vehicles

::::
can

::
be

:::::::
subject

:::
to

:::::::
external

:::::::::::::
perturbations

:::::
which

::::::
might

:::::
cause

::::::
losing

:::
the

:::::
diver

:::::
from

:::
the

::::::::
camera’s

:::::
field

::
of

:::::
view.

::::::::::
Recovering

:::::
from

:::::
such

:
a
::::::::
scenario

::::
has

::
so

:::
far

::::
not

::::
been

::::::::::
addressed.



Another commonly used feature for underwater sensing are acoustic signals . Acoustic
::
To

::::::::
address

::::
this

:::::
issue,

:::
we

:::::
have

::::::::::::
investigated

::
a

::::::::
solution

::::::
which

:::::::::
combines

::::::
visual

::::
and

:::::::::
acoustic

::::::
signals

::::
for

:::::
diver

::::::::::
detection.

::::::::
Acoustic

::::::
signals

:::::::
enable

::
a
::::::
wider

::::::
range

:::
for

:::::::::::
underwater

::::::
target

::::::::::
detection.

::::::
This

:::::::
solution

:::::::
allows

:::
to

::::::
detect

:::
and

::::::
track

:::::
divers

:::::
that

::::
can

:::
be

:::
far

:::::
from

::::
the

::::::
robot,

::
or

:::::::
outside

:::
its

:::::::::
camera’s

::::
field

:::
of

:::::
view,

::::::::
allowing

::::
the

:::::
diver

::
to

:::::
move

::::::
freely

::::::::
without

:::::
being

:::::::::::
constrained

:::
to

:::::
stay

::::::
within

::
a
:::::::
limited

::::::::
distance

:::
to

::::
the

::::::
robot,

::::
and

::::::
allows

:::
to

::::::
recover

:::::
from

::::::::
eventual

:::::
cases

::::::
where

::::
the

::::::
robot

:::::
loses

:::
the

:::::
diver

:::::
from

:::
its

:::::::::
camera’s

::::
field

:::
of

:::::
view.

::::::
This

::::::
robust

:::::::
solution

::
is

::::
also

:::::::
low-cost

:::::::::
compared

:::
to

::::::::
previous

:::::::
studies,

::::::
where

:
a
:::::::::::
multi-modal

:::::
diver

:::::::::
detection

:::::::
scheme

:::
was

:::::
used

::::::::::::::::::::::::::::::::::::
(Mandić et al., 2016; Chavez et al., 2017)

:
.
:

::
In

::::::::::
underwater

:::::::::::::
environments,

::::
the

::::::::
acoustic modality is generally more suitablefor underwater environments,

and can be used in various ways, such as sonar imaging, or accurately localizing a beacon. Many techniques
and applications using sonar imagery have been developed in the literature. A sonar-based real-time un-
derwater object detection using the AdaBoost method was proposed by (Kim and Yu, 2017) which uses
Haar-like (Viola and Jones, 2001) features. (Zhao et al., 2009) presented a method to detect spherical
shaped objects using sonar images. (Petillot et al., 2002) proposed a robust pipeline detection and tracking
technique using side-scan sonars and a multi-beam echo-sounder. However, devices for sonar imaging are
quite expensive, and cannot be implemented on small size AUV’s. Acoustic signals can also be used for
self-localization (Costanzi et al., 2017) or to localize an acoustic pinger using an array of hydrophones (Choi
et al., 2017; Kasetkasem et al., 2017). Still, The drawback of using acoustic sensors is influenced by several
factors, such as reflections, low operating frequencies, aquatic life disturbance, and their efficiency is highly
affected when placed near to the robot’s mechanisms.

:::::::::::
Furthermore,

::::
the

:::::::
physics

::
of

::::::
sound

:::::::::::
propagation

:::::
differ

::::
from

::::
one

:::::::::::
underwater

:::::::::::
environment

:::
to

::::::::
another.

::::::::
Indeed,

::::::::::
depending

:::
on

:::
the

:::::
type

:::
of

:::
the

::::::::::::
environment

::::::
where

:::
the

:::::
robot

::
is
::::::::::
operating,

::::::
several

:::::::
factors

::::
may

:::::::
impact

:::
the

:::::::
quality

::::
and

::::::::
accuracy

:::
of

::::::::
acoustics

:::::::
signals.

:::
In

:::::::
shallow

::::::
waters,

::::::::::
reflections

::
on

::::
the

:::
sea

:::::::
bottom

:::
and

:::
on

:::
the

::::
sea

::::::
surface

::::::
occur

::::
more

:::::
often

:::::
than

::
in

:::::
deep

::::::
waters.

::::::::::
Moreover,

:::
the

:::::::::
movement

::
of

::::
the

:::
sea

:::::::
surface

:::
also

:::::::
affects

:::
the

:::::
signal

::::
and

::::
the

:::::::::
reflections’

:::::::
delays.

::::
The

::::::::
ambient

:::::
noise,

:::::
such

::
as

::::::::
breaking

::::::
waves,

::::
rain,

::::::::
bubbles,

::::
and

:::::::::
biological

:::::::
sources

::::
also

::::::
affects

::::
the

:::::::
quality

::
of

:::
the

::::::::
acoustic

::::::::::::::
communication

:::::::::::::::::::::::::::::::
(Preisig, 2007; Jensen et al., 2011)

:
.
::::

All
:::::
these

:::::::
factors

:::::
need

::
to

:::
be

::::::
taken

::::
into

::::::::
account,

::::
and

:::
an

:::::::::::
appropriate

:::::::
acoustic

:::::
filter

:::::
needs

:::
to

::
be

:::::
used

::::::::::
depending

::
on

::::
the

::::
type

:::
of

:::
the

:::::::::::
underwater

::::::::::::
environment.

:

::::::::
Acoustic perception can be augmented with machine vision techniques (Chavez et al., 2017). The

::::
This

::::
work

::
is
::::::::::
motivated

:::
by

:::
the

:
complementarity of acoustic and vision based object detection methods, as illus-

trated in Figure 2, motivates this work. The fusion of visual and acoustic signals removes their respective
limitations(Mandić et al., 2016), and provides advantages for diver following compared to aforementioned
approaches

:::::::::::::::::::
(Mandić et al., 2016). In this context, the goal of this work is to track a diver (or any other

dynamic target) by fusing acoustic and visual signals acquired from low-cost sensors, to have a more robust,
more accurate and more complete detection in open water conditions, while taking into account the under-
water robot hardware capabilities. The advantage of the presented work, compared to what has already
been done in the aforementioned studies, is the ability to robustly track a diver

::
an

:::::::::
increased

::::::::::
robustness

:::::::
towards

:::::
diver

:::::::
tracking, where the tracking is successful, whether the diver is on the camera’s field of view or

not. , using relatively low-cost sensors.
::::::::
Moreover,

::::
the

::::::::
proposed

:::::::
solution

::::::::
involves

:::
the

::::
use

::
of

::::::::
relatively

::::::::
low-cost

:::::::
sensors, In our work

:::::
where

:
the diver is detected visually by a digital camera using a down-scaled embedded

DNN, and acoustically, by tracking a pinger carried by the diver using an array of low-cost hydrophones. The
proposed diver tracking scheme is implemented on the omnidirectional underwater robot U-CAT (Salumäe
et al., 2016), and validated in an open water environment.

2 U-CAT bio-mimetic AUV

Inspired by the swimming abilities of marine animals, U-CAT (Salumäe et al., 2016; Chemori et al., 2016) is
an autonomous underwater vehicle (AUV) actuated by four oscillating fins. It was developed, as part of the
ARROWS European project, at the Center for Biorobotics (Tallinn University of Technology) in Estonia.

U-CAT is a low-cost, resource constrained robot, that has a small size allowing it to man
:
oeuver in confined



environments (Preston et al., 2018). Its design is user-friendly, and its weight does not exceed 19 kilograms,
which allows for quick and easy deployment. U-CAT can operate in depths up to 100 meters, and has a
battery life of at least six hours.

Using its four flexible fins, the robot can easily move and man
:
oeuver in six degrees of freedom (6 DOF).

U-CAT is equipped with an MPU-9150 Inertial Measurement Unit (IMU), and low-cost perception sensors,
such as an array of three Aquarian Audio H1c hydrophones for establishing the heading relative to an acoustic
beacon, and a PointGrey Chameleon2 camera running at 15 frames per second.

Figure 3: Illustration of the Earth Fixed Frame Rn (North East Down convention) and the robot’s Body
Fixed Frame Rb.

3 Proposed tracking control scheme

This section describes the proposed control scheme for diver detection and tracking using visual and acoustic
signals (as illustrated in Figure 4). The visual detection of the diver is described in section 3.1.

The down-scaled DNN model tiny-YOLOv3 (Redmon and Farhadi, 2018) is used for detecting the diver
visually using the on-board digital camera. This approach is chosen because it enables fast (≈ 20 fps) and
reliable detection on resource constrained computers. The algorithm is implemented on U-CAT’s Jetson
TX2 embedded computer using ROS (Bjelonic, 2018). The chosen DNN structure is a trainable model that
achieves state-of-the-art performances for object detection on resource-constrained embedded systems. The
data-set for the training of the model was a collection of diver images from previous experiments with U-
CAT in different environments (lakes, oceans). 3000 diver selected images were manually annotated using
YOLO-Annotation-tool.

Table 1: tiny-YOLOv3 performance

mAP (%) 54.26
IoU (%) 58.41

Frames per second 20

The annotated images were then augmented to 8000 images by performing scale and rotation variations.
Another no-diver 2000 images (also collected by U-CAT’s camera in previous experiments) were added to
the data-set. The performance of the model is evaluated and summarized in Table 1 based on mean Average
Precision (mAP) and Intersection over Union (IoU) scores.

Table 1 shows the evaluation of the detection accuracy. Indeed, the performance of this scaled-down DNN
model is low compared to other methods containing more hidden neural layers (Islam et al., 2019).

:::
The

:::::
used

https://github.com/ManivannanMurugavel/YOLO-Annotation-Tool
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Figure 4: Black diagram of the proposed tracking control scheme: Dashed-blue blocks are described
in section 3. The proposed tracking scheme is implemented on U-CAT using Robot Operating System (ROS),
and all of the steps in this figure run online on U-CAT’s embedded computer.

:::::
DNN

:::::
model

::::
was

::::
not

:::::::::
compared

::
to

:::::::
relative

::::::
works

::
in

:::
the

:::::::::
literature

::::
due

::
to

:::
the

::::
lack

:::
of

:
a
:::::::::
data-base

::::
that

::::::::
includes

::::
diver

:::::::
images

::
in

::::::::
different

:::::
water

:::::
types

::::
and

:::::::
different

::::::::
visibility

::::::::::
conditions.

:
However, experimental results suggest

that combining visual measurements using the implemented DNN model with acoustic measurements is
enough to achieve an efficient and accurate diver tracking.

Figure 5 shows an illustration of the vision detection result. The object of interest is wrapped inside a pink
bounding box. Its center’s pixel coordinates are denoted (Xm, Ym) and its width Wm. As the goal is to
track the object, the objective here is to fit the detected object inside a virtual bounding box located at the
center of the image whose coordinates are (Xc, Yc), and its width is Wc.

The acoustic detection approach is described in section 3.2. A quaternion based scheme using a low-cost
array of hydrophones to detect the acoustic pinger is presented. Later on we describe the data-fusion scheme
which is based on a model-free Kalman Filter (Kalman, 1960), since we do not have a mathematical model
in disposal that captures the diver’s free motion. Moreover, this data-fusion approach is chosen for its
implementation simplicity, and its low computational cost.

Lastly, an adaptive fuzzy logic Mamdani controller for the three DOF (surge, depth and yaw) control of U-
CAT is described. This approach is selected based on a previous study in which various control laws (PID,
non-linear PID, sliding mode,and Adaptive State Feedback, and fuzzy control) were tested and compared
on U-CAT (Remmas, 2017). The obtained results showed that the fuzzy logic controller gives the best
trajectory tracking results for heave in

:::
and

:
yaw control. The results are justified by the inaccuracies in

U-CAT’s dynamic model that limits the use of model-based control
:::::::
schemes, and the fact that fuzzy logic

allows to implement an “expertise” based controller that gives the best results.

3.1 Visual detection

The errors EC and EW between the two boxes centers and widths are given by:
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Figure 5: Visual detection: The goal is to center the detected box at the center of the image.

EC =

[
Xc

Yc

]
−
[
Xm

Ym

]
(1)

EW = Wc −Wm (2)

This concept allows a three DOF tracking control, such that the difference between the two boxes’ centers
EC defines the desired depth and heading orientation of the robot, and the difference between the two boxes’
widths EW defines the desired distance between the robot and the target. The virtual box’s width Wc is
customizable and allows to define how close the robot should be to the object. In all our experiments, this
parameter is chosen as Wc = 60. This value is selected so that the AUV keeps the diver within the camera’s
FOV without necessarily going too close to him.

3.2 Acoustic detection

A Sonotronics EMT-01-3 Pinger operating at 9.6kHz is used as a beacon. It transmits a short burst signal
every second. The received signal by each hydrophone is amplified and filtered. The phase shift for each
hydrophone is then used to compute the relative yaw angle to the robot. The relative yaw angle between
the pinger and the robot in the Earth Fixed Frame Rn (cf. Figure 3) is denoted by Ψp.

Considering only the yaw angle of the pinger with respect to the robot, let QΨ be the quaternion representa-
tion of Ψ (yaw angle of robot in Rn) measured by the on-board IMU, and QΨp the quaternion representation
of Ψp such that:

QΨ =
[
cos(Ψ

2 ) 0 0 sin(Ψ
2 )
]T

(3)

QΨp =
[
cos(

Ψp
2 ) 0 0 sin(

Ψp
2 )
]T

(4)

The shortest angle between these two quaternions is given by:

∆Q = [q0, q1, q2, q3]T = QΨp ⊗Q−1
Ψ (5)

where ⊗ denotes the quaternion multiplication, and Q−1 is the quaternion inverse of Q.

The quaternion angle error ∆Q is converted back to the desired yaw angle ϕ, that is:

ϕ = atan2(2q0q3, 1− 2q2
3) (6)
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Figure 6: Acoustic detection: Conversion scheme from yaw angle error in radians to error in pixel
coordinates in the camera frame.

Since the heading orientation to the pinger will be fused with camera measurements, the heading angle error
is converted to pixel coordinates error noted EP = Φ(ϕ, a) such that:

Φ(x, a) =


0 , if x < a

ImageWidth , if x > −a
ImageWidth

2 (−x
a + 1) , otherwise , (a 6= 0)

(7)

The function Φ remaps the measured pinger orientation into an image’s X-coordinate pixel as illustrated in
Figure 6. In our study, we consider a = π/3.

3.3 Proposed data-fusion control-scheme

One of the most popular data-fusion and estimation techniques is the Kalman Filter. It was originally
proposed by Kalman (Kalman, 1960) and has been widely studied and applied since then. The used state
and measurement vectors are defined as follows:

Xt = [xt, yt, wt, zt]
T (8)

Yt = [Xm, Ym,Wm, Zm, Xp]T (9)

where Xt is the state vector at time t. The variables xt and yt represent the estimated pixel coordinates of
the target and wt is the estimated width of a bounding box containing the target. The variable zt represents
the estimated depth of the robot. Yt is the measurement vector. The variables (Xm, Ym) and Wm represent
the position coordinates and width of the detected bounding box by the camera, Zm is the measured depth
of the robot using the on-board pressure sensor, and Xp is the image coordinates of the detected heading
measured by the hydrophones array.

The estimated state vector Xt = [xt, yt, wt, zt]
T is used to compute tracking errors as follows:

Ex = Xc − xt (10)

Ey = Yc − yt (11)

Ew = Wc − wt (12)

Ez = Zdesired − zt (13)



Ex is the horizontal error between the center of the frame and the estimated bounding box’s center, Ey is
the vertical error between the center of the frame and the estimated bounding box’s center. Ew is the error
between the virtual box’s width and the estimated one, and Ez is the error between a desired depth and the
estimated depth of the robot.

3.4 Fuzzy logic Controller

Based on the tracking errors defined in (10)-(13), a fuzzy logic Mamdani controller (Mamdani and Baaklini,
1975) was designed to control the robot, for the aim of tracking the diver as shown in Figure 7. In this
study, the controller’s inputs are the tracking errors and their variations, and the output is the force vector
τ ∈ R3×1 to be applied to the robot, with τ = [τx, τz, τΨ].

The inputs are fuzzified using trapezoidal membership functions (Figure 7). Such membership functions may
lead to a steady state error which depends on the choice of a1 and a2. Furthermore, this type of membership
functions prevents oscillations around the target (since perfectly fitting the detected bounding box at the
center of the image is rather challenging).

Figure 7: Fuzzification membership functions: a1 and a2 are positive constants defining the universe
of discourse for each DOF.

The Rule base for our controller is defined in Table 2, where Ei and Ėi (i = {x, y, w, z}) are the tracking
error vector and its first-time derivative:

Table 2: Fuzzy controller rule base

Ei
Ėi Negative Zero Positive

Negative Negative Negative Zero
Zero Negative Zero Positive
Positive Zero Positive Positive

The output is computed using the Center Of Gravity defuzzification method, based on the membership
function of Figure 8, and the forces are converted to fin oscillation directions and amplitudes by the wrench
driver (Salumäe et al., 2019).

3.5 Priority management

The priority management was proposed in (Salumäe et al., 2016) as a solution to compensate for the high
coupling in the actuation of the different DOFs of U-CAT. The proposed technique is based on Gaussian
membership functions used to moderate the control of each DOF depending on the control objective.

To prioritize the DOFs, the universe of discourse for the defuzzification process is modified through the



( )�� ��

Zero

0−����

1

��

Negative Positive

����

Figure 8: Defuzzification membership functions: ci is the maximum achievable force or torque along
i axis. pi are weights for the control priority management (more details are given in subsection 8). The
defuzzification process is done by using the Center Of Gravity method (COG).

multiplication of the constants ci by the priority weights px, pz, and pΨ (cf. Figure 8). The priority is given
to yaw control, then to depth control and finally to surge control as follows:

px = e−
E2
x+E2

y

2σ2 (14)

py = e−
E2
x

2σ2 (15)

pΨ = 1− e−
E2
x

2σ2 (16)

Where σ2 is the variance of the Gaussian functions. Since U-CAT is relatively stable in roll and pitch, the
control of those DOFs was not taken into consideration at this stage.

4 Experimental results in open waters

To validate the proposed control scheme, various experiments were conducted out near a small harbour in
Banyuls-Sur-Mer, France (42◦ 28’ 52.0”N, 3◦ 08’ 10.0”E). Four experimental scenarios were tested to show
the need of sensors’ complementary for diver tracking, and to highlight the efficiency of the proposed tracking
control scheme. In this section, a description of the experimental setup for the different scenarios will be
presented, followed by a presentation and discussion of the obtained results.

• Visual tracking (Scenario 1): In this scenario, U-CAT is only visually guided to track the diver. The
goal of this test was to assess the robustness of the proposed vision detection and tracking algorithm
in field operating conditions.

• Acoustic tracking (Scenario 2): In this test, U-CAT has to track the diver using acoustic sensing
only. This experiment was carried out to evaluate the acoustic sensing based on an array of three
hydrophones and a pinger for diver tracking.

• Data-fusion based static tracking (Scenario 3): In this test, the proposed data-fusion tracking scheme
was tested for tracking a static target. The robot had to autonomously detect and track a pinger
fixed to a colored waterproof source of light that was initially positioned far from the robot and out
of the

::
its

:
camera’s field of view. A simple color segmentation detector was used to visually detect

the colored source of light in this case. The same scenario was conducted three times where U-CAT
started in different initial conditions; either facing the target, placed to its left, or its right.



• Data-fusion based dynamic tracking (Scenario 4): In this last scenario, the proposed scheme was
tested to evaluate the diver tracking efficiency

:::
the

::::::::
proposed

:::::
diver

::::::::
tracking

::::::::::
algorithm’s

:::::::::
efficiency

::::
was

::::::::
evaluated. A diver carrying the pinger was asked to move freely in open water at a known depth.
The diver’s depth was chosen to be two meters to ensure more reliable top view monitoring of the
diver and the AUV from a static camera. This scenario was conducted three times, where the diver
started at different initial locations, either close and within the robot’s camera’s field of view, or
away and out of the embedded camera’s field of view.

4.1 Visual tracking (Scenario 1)

(a) (b)

Figure 9: Underwater images from U-CAT’s camera in open water conditions (a) Frame example
where visual detection is not successful due to poor visibility conditions. (b) Frame example where the diver
is successfully detected when close enough.

Initially, the diver was in U-CAT’s camera’s FOV so that he can be detected from the beginning of the
experiment. The diver then move

:
d
:
freely at a constant depth. The obtained results are shown in Figure 10.

Figure 10 shows that the AUV was tracking and centering the detected target on the image. After 8
seconds of tracking, the diver left the camera’s field of view. The robot was tracking the last detected value;
however, it failed to find the target. Furthermore, in field experiments, where the water is often turbid,
and the visibility conditions are poor due to light scattering and absorption, visual detection often fails (as
illustrated in Figure 9), which causes the tracking to fail. This shows the motivation behind using another
sensor to complement the vision, and ensure detecting the diver when this last one’s detection fails.

4.2 Acoustic tracking (Scenario 2)

For this scenario, the pinger was carried by the diver who was initially a few meters away from the robot.
The diver was asked to stay at a stationary spot for this experiment. As there is no distance feedback to the
diver using this acoustic method, U-CAT will move continuously even when reaching the diver. Figure 11
shows that the remapped detected relative heading was mostly on the left side of the image. This is because
the robot kept swimming around the diver after reaching him. Figure 11 shows also noisy acoustic data due
to reflections. This shows clearly the need of a complementary visual sensor to track the diver efficiently.
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Figure 10: Visual tracking (Scenario 1): experimental results describing visual detection and estimation
using the camera to track the diver.
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Figure 11: Acoustic tracking (Scenario 2): experimental results for tracking the diver based on acoustic
signals only.

4.3 Data-fusion based tracking

As discussed previously, two different scenarios were conducted, namely static and dynamic tracking. The
objective of scenario 3 is to evaluate the performance of the proposed control tracking scheme for the case
of tracking a static object that was initially placed out of the camera’s FOV. The goal of scenario 4 is to
assess the performance of the proposed solution for dynamic diver tracking.

4.3.1 Static tracking (Scenario 3)

In this experiment, a target was mounted next to the pinger approximately 6 meters away from U-CAT
(as illustrated in Figure 15). The robot moves towards the target, slightly oscillates left and right due to
reflections in acoustic detection, and be

::
is facing the target after nearly 40s. Figure 12 shows that the target



was then centered on the camera’s image based on the visual feedback. Since both the target and the AUV
were operating at the same depth, the target was almost already centered in Y axis, and the slight vertical
error to the camera’s center is corrected based on visual feedback. It is worth to note that the proposed
tracking scheme can successfully detect and track a static target that is initially out of the on-board camera’s
FOV. Figure 12 also shows that the desired width of the target within the camera’s frame is retained, which
translates

::
into a maintain

::
ed

:
of relative distance to the target. This clearly shows that combining both visual

and acoustic measurements allows a more robust tracking of the object.
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Figure 12: Data fusion based static tracking (Scenario 3): experimental results describing static target
tracking based on the proposed data-fusion scheme where the AUV started facing the target.

Table 3: Scenario 3: RMSE between the camera’s center and desired width, and the object pixels location
and its width.

RMSE (in pixels)
Test 1
Facing

the target

Test 2
right to the

target

Test 3
left to the

target
RMSE X 42 67 72
RMSE Y 17 20 21

RMSE Width 12 15 8

Figure 13 and Figure 14 show the obtained results when starting respectively placed to the right, and to the
left of the target. In the experiment illustrated by Figure 13, The robot relies on acoustics at the first 40-50
seconds when the target is out of the camera’s visibility reach. When the target is detected visually, the
target estimated location within the camera’s frame is improved, which allows the robot to reduce oscillations
around the target, and center it in the camera’s frame. In the last experiment for this scenario, where the
robot started to the left of the target, it took longer (107s) to detect the target visually. This is mainly due
to acoustic reflections, and motors noise since the robot was operating at a harbour where motorised vehicle
were passing by. Nevertheless, the target was reached successfully, and after getting visual feedback

:::
the

:::::
object

::::
was

::::::::
detected

::::::::
visually, the robot managed to keep the target in it ’s

:
it

::
in

:::
its

:
camera’s frame center.

As there is no ground truth to evaluate for the acoustic detections, we present the Table 3 that shows the
error between the target’s camera location, and the camera’s center, for the three case scenarios. The results
show that once the target was retrieved visually, it was mainly kept at the center

:
of
:

the camera’s frame.
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Figure 13: Data fusion based static tracking (Scenario 3): experimental results describing static target
tracking based on the proposed data-fusion scheme where the AUV started to the right of the target.
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Figure 14: Data fusion based static tracking (Scenario 3): experimental results describing static target
tracking based on the proposed data-fusion scheme where the AUV started to the left of the target.

This clearly shows the robustness of the proposed method, but also its repeatability. This allows to detect
and track an object initially far away from the robot, where no other method based on vision only could
succeed. The results also show that the robot manages to do station keeping while

:::::
when

:
tracking a static

object.
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Figure 15: U-CAT illustrative trajectory when homing towards a static target using the pro-
posed data-fusion scheme: At time T1, the AUV was heading towards the target based on acoustic
detection. At time T2, U-CAT has found the target by combining both visual and acoustic sensors’ data.

4.3.2 Dynamic tracking (Scenario 4)

In this last scenario, we tested the proposed control approach to actively track a diver. The diver was
carrying the pinger and moving freely in a 2D trajectory at a constant depth. As the robot can only swim
at relatively slow velocity, the diver was asked to also move slowly.

When the diver starts within the camera’s field of view, the robots
:::::
robot has a better estimate of its location

based on both visual and acoustic detections, as shown in Figure 16. When the diver starts out of the
camera’s field of view, as shown in Figure 17, it takes longer at the beginning to accurately detect and track
the diver. But in both cases, the proposed solutions

:::::::
solution

:
allowed to track the moving diver for more than

8 minutes. The target left the camera’s field of view several times, nevertheless, its location could always be
recovered. The complementarity in

::
of

:
the proposed approach allows to quickly head towards the diver, and

keep him centered in the camera’s image.

Table 4: Scenario 4: RMSE between the camera’s center and desired width, and the object pixels location
and its width.

RMSE (in Pixels)
Test1

Diver initially close
from the robot

Test 2
Diver initially away

from the robot

Test 3
Shorter experiment

RMSE X 119 124 106
RMSE Y 37 28 33
RMSE W 24 19 31

A shorter experiment was conducted for better data-clarity, and for illustrating the trajectory of both the
robot and the diver graphically. As illustrated in Figure 19, U-CAT was accurately tracking the target
throughout this experiment. Figure 18 shows clearly how the diver left the camera’s field of view several
times. The proposed tracking control approach allows to recover the diver location within the camera’s FOV,
and allows to center it within the camera’s frame center, and within a desired bounding box width. The
presented results show the robustness of the proposed approach, where experimental results were validated
throughout different scenarios, and where the AUV was operating in open-waters at poor visibility conditions,
and subject to acoustic reflections and noise.
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Figure 16: Data-fusion based dynamic tracking (Scenario 4): Diver starting close to the robot
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Figure 17: Data-fusion based dynamic tracking (Scenario 4): Diver starting away from the robot

Table 4 shows the tracking performance in terms of error between desired and the fed-back position of the
diver within the camera’s frame. The higher errors are along the image X axis, since the diver was moving
mainly horizontally. Both errors in Y and width are low considering the diver was keeping his depth constant,
and moving relatively slowly. This shows that the diver was mainly centered in the camera, despite leaving
its FOV numerous times.

The results also illustrate that the proposed controller allows to achieve a 3D tracking motion, in spite of
the high coupling in U-CAT actuators.



0 50 100 150
time (s)

0

200

400

X
 (

p
ix

e
ls

)

Desired

Visual detection

Acoustic detection

Kalman Filter

Image FOV

0 50 100 150
time (s)

0

100

200

300

Y
 (

p
ix

e
ls

)

0 50 100 150
time (s)

0

50

100

W
id

th
 (

p
ix

e
ls

)

Figure 18: Data-fusion based dynamic tracking (Scenario 4): This shorter experiment is presented
for plot clarity.
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Figure 19: U-CAT illustrative diver tracking trajectory: description at different times.

5 Conclusion and future works

The aim of this work was to design and develop a low-cost data-fusion based diver tracking control scheme and
to implement it on a highly manoeuvrable underwater robot U-CAT. Taking into account U-CAT’s actuation
characteristics and hardware capabilities, a data-fusion based technique combining acoustic and visual signals



was proposed. The proposed control strategy was validated through open water field experiments. Promising
results were obtained, demonstrating the effectiveness and performance of the proposed data-fusion based
control algorithm. The proposed solution demonstrates also that the target can be found, detected, and
tracked, even if it is initially far away from the robot with

:
a

:::::
robot

:::::::::
operating

::
in

:
poor visibility conditions.

Combining acoustic and visual signals for underwater detection and tracking shows a robust performance in
harsh field conditions, and the ability to recover the diver’s location when visual detection fails.

Further work will be carried out in future, which will include the improvement
::::::
testing

::
at

::::::
larger

::::
trial

::::::
areas,

:::
and

::::::::::
improving

:
of the acoustic detection accuracy, considering three DOF orientation detection with the

hydrophones instead of heading orientation only, which will allow a diver tracking at any depth. The visual
detection part will also be improved with the advancement of real-time object detection algorithms. Another
interesting idea would be the implementation of a gesture recognition algorithm to allow a more efficient
underwater human-robot collaboration.
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