
HAL Id: lirmm-03069985
https://hal-lirmm.ccsd.cnrs.fr/lirmm-03069985

Submitted on 7 Sep 2022

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

A Novel Robotic Guidance System with Eye Gaze
Tracking Control for Needle based Interventions

Jing Guo, Yi Liu, Qing Qiu, Jie Huang, Chao Liu, Zhiguang Cao, Yue Chen

To cite this version:
Jing Guo, Yi Liu, Qing Qiu, Jie Huang, Chao Liu, et al.. A Novel Robotic Guidance System with
Eye Gaze Tracking Control for Needle based Interventions. IEEE Transactions on Cognitive and
Developmental Systems, 2021, 13 (1), pp.179-188. �10.1109/TCDS.2019.2959071�. �lirmm-03069985�

https://hal-lirmm.ccsd.cnrs.fr/lirmm-03069985
https://hal.archives-ouvertes.fr


A Novel Robotic Guidance System With Eye-Gaze
Tracking Control for Needle-Based Interventions
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Zhiguang Cao , and Yue Chen , Member, IEEE

Abstract—The robotic technologies have been widely used in
the operating room for decades. Among them, needle-based
percutaneous interventions have attracted much attention from
engineering and medical communities. However, the currently
used robotic systems for interventional procedures are too cum-
bersome, requiring a large footprint in the operating room.
Recently developed light-weight puncture robotic systems for nee-
dle positioning are able to reduce the size, but has the limitation
of awkward ergonomics. In this article, we design a compact
robotic guidance system that could accurately realize the needle
position and orientation within the operating room. The eye-
gaze tracking-based approach is proposed to control the position
and orientation of the needle toward the desired location in a
more intuitive manner, and the forward and inverse kinematics
of this 4-DoF robot are analyzed. The robot operating system
(ROS)-based experimental studies are performed to evaluate
the needle placement accuracy during interventional therapy.
The result indicated the effectiveness of the proposed robotic
hardware and the eye-gaze-based control framework, which can
achieve a distance error of the robot’s end effector to the target
point within 1 mm.

Index Terms—Eye-gaze tracking, needle guidance,
percutaneous interventions, surgical robot.

I. INTRODUCTION

PUNCTURE needle intervention has shown to be an
effective and minimally invasive approach for biopsy [1],
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tumor ablation [2], and brachytherapy [3]. To perform this
procedure, the radiologist manually maneuvers the needles
toward the target location under various image feedback (i.e.,
ultrasound, flouroscope, and MRI). The success rate of this
procedure highly relies on the manipulation precision of the
administering radiologist. For the un-experienced operator,
high tension and long procedural time are often inevitable
in the realistic procedures. Thus, a variety of approaches
have been proposed to improve the treatment performance,
such as deploying the needle under real-time image feedback,
various motion compensation methods for abdomen percuta-
neous procedures, and using robotic platform for the needle
insertions.

Compared to the manual approach, robot-assisted needle
insertion is able to provide enhanced position and orienta-
tion accuracy since the needle pose with respect to target
can be accurately calculated from the kinematics modeling.
Prior to the percutaneous procedures, the robot is registered
with the medical image coordinate frame via a rigid body
transformation method [4]. To move the robot toward the tar-
get location, the robot control algorithm reads the command
send from the radiologist (i.e., joystick or haptic interface) and
move each joints of the robot with joint-space feedback such
as encoders. Task-space closed-loop control can be achieved
via the intraoperative image feedback to achieve superior tar-
geting performance (see recent work in various robot-assisted
needle insertions [5]–[12]).

Based on the task of surgical intervention performed by the
robot, general robotic systems for percutaneous needle proce-
dures are composed of at least two modules: 1) needle pose
and 2) needle insertion. An accurate needle pose control is cru-
cial for the safety and effectiveness of the procedure, which
moves the tip of the needle at the skin entry point as well as
orients the needle shaft to the desired insertion direction. After
the needle achieves the desired pose, the insertion module is
used to push the needle to the desired target. However, for the
sake of safety, the insertion module is usually not favored by
the clinician. The “surgeon in the loop” design is developed
to assist the operation only by needle position module as indi-
cated in [13]–[18]. Consequently, the clinician can use the
robot to position the needle with the guidance from the med-
ical image by either teleoperated or image-guided approach,
then manually insert the needle to the target.

The teleoperated approach is usually used in robotic-assisted
surgery, in which the clinician operates the robotic system
via joystick or GUI [19]–[21]. In order to improve the
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Fig. 1. Environed schematic diagram of the puncture robotic system. The
doctor controls the robot to change the pose of the puncture sheath.

performance of the teleoperation system, some advanced
methods have been proposed in [22]–[26]. The bilateral
teleoperation system is designed to conduct the remote sens-
ing for the operator, thus the clinician can obtain the remote
environment interaction information. Some recent work for
bilateral teleoperation can be found in [27]–[29]. Even if the
teleoperated configuration is common in the robotic-assisted
surgery, it is noticed that sometimes the hand of the clinician
might be occupied by other medical devices, which make it
difficult to manipulate the joystick or other devices to tele-
operate the robot at the same time. Moreover, in the case
of switching between the joystick/control devices and surgi-
cal tools (i.e., needles), necessary sterilization of the clinician
must be performed, which often makes the procedures longer
than expected. And the way to control medical devices through
the joystick or GUI requires a lot of training costs for doc-
tors to master complex robot systems. Therefore, it will be
interesting to improve the human–robot interaction method
that allows the clinician to control the robot for needle pose
directly while allowing other tasks to be performed at the
same time in the operating room. In [30], an eye-tracking
device is used with the attempt to control the robotic arm, but
these expensive eye-tracking devices do not provide tracking
accuracy that matches the device price enough, besides that
the mounted glass may hinder the operation of the clinician.
In [31], a deep convolutional neural-network-based gaze direc-
tion classification method with face detection is implemented
with RGB camera to control the surgical robot. However,
no further evaluation of the specific surgical procedures was
performed or indicated [31]. To reduce the above-mentioned
training costs for clinician operating the robot systems and
improve the equipment performance, in this article, we present
a novel lightweight robotic guidance system for percutaneous
procedures. This robot is powered with four high-performance
motors to provide the necessary needle position and orienta-
tion control. In order to improve the human–robot interaction,
an eye-gaze tracking method is proposed, with which the
radiologist can control the needle pose with eye gaze. The con-
trol framework of the proposed system can be seen in Fig. 1,
and the contribution of this article includes the following.

Fig. 2. Assembly view of the robot. The robot consists of two layers and
controls the needle pose by the combination of two layers of movement.

1) The novel robotic system mechanical design and
modeling. The prototype has the potential to be further
improved to create a body-mounted robot.

2) An intuitive control approach with eye-gaze tracking is
designed, which enables the eye movement to control
the needle pose during the procedure.

3) The proposed eye-hand collaborative control framework
helps the clinician to perform the needle positioning
without sterilization issues, especially when the hand
of the operator needs to be switched between control
devices and surgical tools.

The structure of this article is as follows. Section II intro-
duces the robot mechanical design and kinematic modeling.
Section III presents the eye-gaze-tracking-based control for
the proposed robotic system. Section IV details the experi-
mental study and result analysis followed by the conclusion
in Section V.

II. ROBOT DESIGN AND MODELING

A. Mechanical Design

The assembly view of the proposed robot is shown in Fig. 2,
which shows that, two parallel blocks are connected through
the lead screw and the bearing, guiding balls are also designed
to connect the blocks. Two guiding balls are used to con-
nect the puncture sheath, and the needle is subjected to a
constraint through the puncture sheath. When the lead screw
is rotated, the block translates linearly. Due to relative dis-
placement between the upper and lower layers, the direction
of the puncture sheath can be accurately tilted, leads to the
needle orientation control during the puncture operation. To
ensure that the parallel blocks can move simultaneously with-
out changing the angle of the puncture sheath, a margin of the
reservation is placed between the two parallel blocks and the
support structure.

The rotation of the puncture sheath relies on the translation
of the two blocks in the designed robot. As shown in Fig. 3,

 



Fig. 3. Details of the robot’s structure, the motor is connected to the lead
screw, and the lead screw is connected to the block through the sleeve. The
rotation angle of the motor is controlled to control the linear movement of the
lead screw relative to the fixed support structure to push the block to move.

we can control the parallel blocks to slide at the same time.
In the designed robot, a lead screw drive structure is used
to drive the lead screw to move horizontally by rotating the
motor (rotation angle β), thus translates the block through the
connecting rod. Transnational distance d of the block can be
obtained as follows:

d = kβ (1)

where k is the transmission ratio of the lead screw that is
determined by the pitch of the lead screw. Fig. 4(a) shows
the detailed description and the corresponding parameters of
the designed robot. The control of the guiding ball rotation
is affected by the virtual joint of the robot. Hence, the guid-
ing ball can be rotated by the two motors at angle θ or move
the length d in the horizontal direction. As the needle pass-
ing through both layers, its orientation can be controlled by
translating one layer with the other, as depicted in Fig. 4(b),
where the puncture sheath joint rotates with certain angle to
accommodate the movement of the block via the mechanical
design of the robot.

The end effector of the robot is a 4-DoF puncture sheath
that is controlled by four motors, and the puncture sheath can
be moved horizontally in a small range or rotated at a certain
angle to change the pose of the end effector. The kinematics
of the robot is built via novel design of the mechanical struc-
ture. The top corner of the support structure is defined as the
origin of the coordinate of the robot, and the initial coordi-
nate of the center of the upper block is the fixed coordinate
point of the puncture sheath. In practice, the position of the
target can be calibrated by two cameras whose imaging angles
are perpendicular to each other. In Fig. 4, only the YZ plane
of the camera angle of view is provided, in which Fig. 4(a)
shows the coordinate relationship when the two blocks keep
the initial state and there is no movement and rotation of the
puncture sheath; in Fig. 4(b), the lower block moves with dis-
tance d thus the value of the movement can be calculated
by (1). The puncture sheath only rotates angle θ in the YZ
coordinate system, and the origin of the puncture sheath coor-
dinate will not be changed at this moment. The initial length of

Fig. 4. 2-D model of the robot. Each block is controlled by two motors to
move in a straight line in the XY plane. The puncture sheath determines the
angle and direction of rotation through the two blocks and the guiding ball,
thus the puncture sheath has four degrees of freedom of direction. (a) In the
initial state, the puncture sheath is perpendicular to the world coordinate XY
plane and the puncture sheath coordinate origin is unchanged. (b) Only the
lower block is moved to change the direction of the puncture sheath, and the
puncture sheath coordinate origin is unchanged. (c) Move the upper and lower
blocks at the same time, and the origin of the puncture sheath coordinates
changes.

the simulated puncture needle L will not be affected during the
rotation, and the vertical distance l between the two parallel
blocks is constant. Therefore, the rotation angle θ required for
the puncture needle can be calculated by the block movement
distance d and l, and the puncture sheath performs puncture
after the rotation motion. The initial height HL of the needle
is calculated as follows:

θ = π

2
− arctan

(
l

d

)
(2)

HL = L(1 − cos(θ)). (3)

During the operation, the position of the target may change
due to the doctor’s judgment, so it is necessary to move the
original position of the puncture sheath to change the nee-
dle position to follow the target. The block with the origin of

 



Fig. 5. Transfer matrix relationship of the robot.

the puncture sheath can be moved so that a larger inclination
angle ϕ can be induced. Different from the origin of the punc-
ture sheath coordinate in Fig. 4(b), the upper block in Fig. 4(c)
can move to generate larger angle further to make the puncture
sheath to translate certain distance. In this way, the puncture
sheath can be shifted by h with respect to the world coor-
dinate system. The needle insertion position will be changed
when the coordinate position of the support structure is con-
stant in this case. Therefore, it is necessary to compensate the
movement of the block considering its origin coordinate by
moving the support structure to ensure that the coordinates of
the origin of the puncture sheath keeps still with the world
coordinate system.

B. Kinematics Analysis

In this section, the kinematics of the guiding robot is per-
formed based on the world coordinate within XY plane as
shown in Fig. 5. Tneedle is defined as the puncture needle
coordinate transformation matrix that can be obtained through
homogeneous approach with respect to the world coordinate
matrix as defined as Tworld, where Tworld is a 4 × 4 identity
matrix. Moreover, the Xmid − Zmid coordinate system is the
transformation of the virtual joint with consideration of the
world coordinate Tworld, and the transformation matrix 0Tball
can be obtained as follows:

worldT0 = Tworld

0Tball =

⎡
⎢⎢⎣

1 0 0 x′ + �x
0 0 1 y′ + �y
0 −1 0 z′
0 0 0 1

⎤
⎥⎥⎦

ballTneedle =
[

Rneedle Pneedle
0 1

]

Rneedle =
⎡
⎣ cos θ2 0 sin θ2

sin θ2 sin θ1 cos θ1 − sin θ1 cos θ2
− sin θ2 cos θ1 sin θ1 cos θ1 cos θ2

⎤
⎦

Pneedle =
⎡
⎣ 0

−L sin θ1
L cos θ1

⎤
⎦

where θ1 is the rotation angle in the Yball-axis direction; θ2
is the rotation angle in the Xball-axis direction; x′, y′, and

z′ represent the position relationship of the puncture sheath
coordinate system with respect to the world coordinate Tworld;
and �x and �y are the distances that the block moves on
the X–Y world coordinate Tworld. Furthermore, the following
relationships can obtained:

x′ = −m (4)

y′ = m (5)

z′ = v (6)

θ1 = π

2
− arctan

(
l

�x

)
(7)

θ2 = π

2
− arctan

(
l

�y

)
(8)

�x = xlow + xhigh (9)

�y = ylow + yhigh (10)

in which xlow and ylow are the displacements of the lower block
in the XY plane, and xhigh and yhigh are the displacements of
the upper block in the XY plane.

1) Forward Kinematics: The forward kinematics of the
robot can be calculated to get the pose of the puncture nee-
dle, which is determined by the world coordinate and can be
obtained as follows:

Tneedle =world T0
0 Tball

ball Tneedle. (11)

The pose of puncture needle Tneedle can be expressed through
ylow, yhigh, xlow, and xhigh, which are calculated by the rotation
angle of motors through (1).

2) Inverse Kinematics: When the position of the target is
known, inverse kinematics should be performed to obtain the
desired position of each motor in the robot system. The needle
pose depends on the puncture sheath pose, and two parallel
blocks control the pose of puncture sheath. Due to the margin
of reservation between the parallel blocks and support struc-
ture, a variety of analytical solutions are produced. Therefore,
there is a threshold of the angle change for the inverse kine-
matics depending on the coordinate position of the puncture
sheath. In this analysis, only the YZ plane is considered, as the
XZ plane can be derived in the similar approach. When the
rotation angle θtarget of the puncture sheath will not exceed the
maximum rotation angle θboundary, the coordinate position of
the puncture sheath is fixed. In this case, only the movement
of lower block can achieve the change angle of the puncture
sheath as indicated

⎧⎪⎪⎨
⎪⎪⎩

�y = ylow

ylow = l

tan θtarget
, if θboundary > θtarget

yhigh = 0.

(12)

Once the required rotation angle of the puncture sheath
exceeds the maximum rotation angle θboundary, the upper block
will move to the required target angle θ , and the position of
the puncture sheath coordinate relative to the fixed coordinate
system can be compensated by changing the position of the

 



Fig. 6. Area division of the visual range.

support structure as follows:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

�y = l

tan θtarget

ylow = l

tan θboundary
, if θboundary < θtarget

yhigh = �y − ylow.

(13)

Through (13), ylow and yhight are the joint parameters that the
robot needs to move. Similarly, the value of xlow and xhigh
can be obtained by analyzing the kinematics in tge XZ plane,
and yhight and xhigh are compensated by changing the relative
position of the support structure. Then, the puncture sheath
can move to the desired pose according to �y, �x, and (8).

III. EYE-GAZE-TRACKING-BASED CONTROL APPROACH

A. Eye-Gaze Tracking Framework

Controlling surgical robots with manual intervention is
more complicated. In order to increase the intensity of the
human–computer interaction, an eye-gaze tracking method has
attracted much research attentions recently. Zhang et al. [32]
constructed an eye-gazing system, which aims to benefit the
disabled person by selecting the desired area via staring.
Li et al. [31] used eye gaze to control the movement of the
surgical robot and zoom in with specific areas. Li et al. [33]
presented a low-cost, robust deep learning control surgical
robot based on a gaze estimator.

Motivated to provide additional intuitive control approach
for the puncture needle robot, an eye-gaze-based control
approach is employed in this article. As shown in Fig. 6, the
entire visualization area is divided into five main parts, i.e.,
left, right, up, down, and middle directions. To simplify the
analysis, the upper and lower left corners are not considered
and thus are included into the left region; similarly, the upper
and lower right corners are included into the right section. The
purpose of this design is to control the puncture needle position
to the left and right when the eye-gaze direction moves to the
corresponding directions. And the upper and lower direction
is supposed to control the puncture needle to insert or retract.

The accurate eye-gaze direction estimation algorithm is
crucial to achieve the eye-gaze-based control approach for
the robot. The workflow of the eye-gaze direction estimation
approach can be expressed in Fig. 7. First, the user’s photo-
graph is acquired by the camera, and the face detection method

Fig. 7. Workflow of eye-gaze direction estimation algorithm.

Fig. 8. Failed detection using Adaboost method.

is utilized to obtain the face image. Then, eye detection is
performed based on the face image, which is normalized and
resized to the size of 144 × 52. Following this, the convo-
lutional neural network is used to obtain the corresponding
features. And in the end, with the fully connected layer,
Softmax is utilized to classify the gaze directions. Detailed
installation is provided in the following sections.

B. Eye Detection Method

Li et al. [31] and Zhang et al. [32] used the Haar feature-
based AdaBoost method [34] to detect eyes. However, we
found that this method is quite sensitive to the environment,
such as skin color, or light intensity, which may cause the
detection errors as shown in Fig. 8. To address the sensitive
issue of the above-mention method, further improved approach
for eye detection needs to be designed or utilized. The geomet-
ric relationships between face features (such as eye, eyebrow,
nose, mouth, etc.) are almost constant, and the photographs
will not change these relationships when users facing the cam-
era. Hence, there exists a certain relationship between the
position of eyes and the boundaries of the face, which could be
used to get the images of the eye area. On the other hand, stan-
dard image registration techniques using rigid affine model can
be exploited to recover the position of the features as long as
the eye gaze still appears in the vision scope during the track-
ing. This way, the eye-gaze tracking still works well even if
the user does not face the camera directly.

To get the function of the eye position and the boundary of
the face, the least-squares algorithm is used. The face image
obtained through the face recognition method is square with
side length as a. Thus, the position of the eye is assumed as
the function of the side length of the face as follows:

Yeye = Dη (14)

 



Fig. 9. Detection performance using the proposed method.

where Yeye = [xeye1 xeye2 yeye1 yeye2]T is the coordinate
of the eye region; η = [a2 a 1]T ; and D is the coeffi-
cient matrix. Six hundred sets of existing data are used to fit
the above method using the least squares, thereby obtaining a
specific function expression. The experimental results verified
the satisfactory performance, and some detection examples are
shown in Fig. 9.

C. Data Collection and Augmentation

In the data collection step, a camera is used to collect the
video of the eye gaze with five directions (up, down, left, right,
and center) from 20 subjects, then the face detection algorithm
and eye detection algorithm are used to obtain the region of
eyes. In order to make the network more robust with different
training data under various conditions, the data augmentation
technique is utilized during the experiments to get additional
training data set.

The data augmentation technique mainly considers image
horizontal flipping, changing brightness, Gaussian noise, and
image rotation. The image horizontal flipping can create
numerous data. For example, when the original eye-gaze direc-
tion is left, the direction will be changed to the right after
flipping. In this case, the augmented data will be considered
with the right direction. Brightness of the collected image can
be tuned to mimic the different lighting conditions, thus the
model can be adapted to various environment and further to
improve the performance under different lighting conditions.
Considering the image sharpness, as well as the data gener-
alization, the Gaussian noise is necessary to be considered
during the training data collections. With respect to the differ-
ent tilt angles of the human head, it is also important to take
into account of the image rotations. It should be mentioned
that only the case of ±7◦ is considered in this article, and the
tilt angle should be constrained within the predefined range
of the practical implementations. The performance before and
after using the augmentation method on the corresponding data
is shown in Fig. 10.

D. Network Structure and Loss Function

Driven to prevent the model from degrading and speed
up the convergence of the training, Resnet18 [35] architec-
ture shown in Fig. 11 is used as the image feature extraction
network, which consists of a series of residual blocks, not men-
tion that this model can also extract features with improved
efficiency. In our design, the input is the normalized human
eye image with the size of 144×52, and the output is the
features of the images.

Additive angular margin loss is used as the loss function
that is proposed by Deng et al. [35], due to its advantage that
can effectively reduce the intraclass distance while increas-
ing the interclass distance, thus forming decision margin and

Fig. 10. Image data augmentation.

Fig. 11. Network structure of Resnet18. Resnet contains the residual structure
shown on the right. Many experiments have proved that Resnet can effectively
prevent the model from degrading, speed up the convergence, and facilitate
the extraction of image features.

improving the classification accuracy and robustness. The loss
function is modified on the basis of Softmax loss with the
following form:

Lgaze = − 1

N

N∑
i=1

log
es(cos(θyi+m))

es(cos(θyi+m)) + ∑n
j,j �=yi

es cos θj
(15)

where s is the hypersphere radius that can be set as a
constant value and has no influence of the classification;
θyi = arccos([wj/‖wj‖] ∗ [xi/‖xi‖]), wj denotes the weight of
the jth class, referring to the class center of the jth class; xi rep-
resents the feature of the ith training sample belonging to
the jth class; and θyi is the angle between the ith sample
and the class center of the jth class. Additive angular mar-
gin loss adds a margin m to the original angle θyi . The overall
effect is to make the loss Lgaze larger and force the network to

 



Fig. 12. Eye-gaze-tracking-based control experiment.

reduce the intraclass distance while increasing the interclass
distance. Thus, highly discriminative features will be obtained
to improve the accuracy of the classification.

IV. EXPERIMENTS AND RESULTS

A. Experimental Setup

The experimental studies were conducted with simulation
environment based on Gazebo and Rviz. First, the unified robot
description format (URDF) derived from solid-works is used
to develop the robotic structure, which mainly describes the
coordinate transformation relationships of the robot and the
outer structures of the robot. Fig. 12 provides the experimen-
tal setup in which a volunteer is controlling the robot through
eye gaze. An RGB camera is utilized to capture the facial
information of the user, and the eye-gaze tracking approach is
applied to further obtain the eye-gaze direction. However, the
surgeon or operator might make unintentional eye movement
during the operation, which likely causes errors during the
detection of the eye-gaze direction. Therefore, a soft safety
switch is designed with the threshold dthr of the relative posi-
tion between the needle and the target point. Noted that dthr
should be smaller than or equal to the distance that the surgeon
or operator normally moves the needle after it is positioned. In
case that the distance exceeds dthr or the gaze tracking failed,
the surgeon is able to manually tune the needle position though
the soft safety switch. Fig. 13 shows the control performance
of the robot when locating different targets.

During the simulation configurated experiments that use
Rviz visualization environment, the motion model should be
finalized to set the physical environment. In our experimental
studies, the Gazebo is used to build simulated puncture opera-
tion environment. Several target points with different sizes are
designed, and the robot can be controlled through the eye-gaze
system to further rotate the puncture sheath. When the rota-
tion angle of the puncture sheath is fixed, the needle can be
controlled to insert or retract following the desired direction
of the puncture sheath coordinate system. However, it is not
easy to guarantee the motion state of the robot in the ideal
state consistent with the one of the simulated robot generated
by Gazebo. Hence, it is necessary to establish the robot struc-
ture in the ideal state through the kinematic model on Rviz
and then to control the robot within the ideal state.

Fig. 13. Both simulation platforms run simultaneously. (a) Robot moves
under the received ROS messages at Gazebo simulation platform. The param-
eters of the robot model can be defined on the platform. (b) Rviz robot
visualization platform also controls the robot through ROS messages, but
only through coordinate transformation.

To verify the effectiveness of the eye-gaze tracking method
for controlling the robot to reach the desired target, the dis-
tance from the end effector of the robot to the target point is
also considered. The accuracy results are shown in Table II.
Assume that the horizontal height of the needle is H, mean-
while, a reachable target and a random target are also designed
for the experiment within the working space range of the robot.
Due to the rotation of the needle, it is hard to reach the ran-
dom target point without the manual intervention. In order
to obtain the advantages and disadvantages of different meth-
ods applied in the medical environment, Euclidean distance di

between the target point to the needle position is calculated,
and the average is derived as E = di/Ni.

B. Result Analysis

In the experimental studies, first five gaze directions (up,
down, left, right, and middle) are used in the training set of
the eye images (with the amount in total of 10 094). During the
training step, the batch size is set as 32, the learning rate is set
to 0.0001, and the Adam method [36] is used for optimization
until the loss value is stable. In order to verify the performance
of the learning method, two-loss functions (Softmax loss and
additive angle margin loss) were used, and two models for gaze
direction classification were obtained. It is observed from the
experiments that the training model with additive angular mar-
gin loss function achieves higher accuracy while the additional
angle m is set to 0.5.

 



TABLE I
COMPARISON OF THE CLASSIFICATION ACCURACY OF BOTH MODELS

UNDER TEST SET 1 TEST SET 2

Fig. 14. Classification accuracy of the model in two test sets when m is dif-
ferent. Among them, the model can obtain the highest classification accuracy
in both test sets when m = 0.5.

Further tests were performed with two data sets, indicated
as Test Set 1 and Test Set 2, in which Test Set 2 was derived
by the image blur based on the Test Set 1. The reason for
using two data sets is that the images collected from the RGB
camera are clear, and the Test Set 2 is designed to evaluate
two different loss functions for the model. The results of the
tests with the two models are provided in Table I.

Since it is noticed that the additional angle m in additive
angular margin loss has certain influence on the classification,
and the m is usually chosen to be greater than 0 and cannot
be oversized. In the experimental studies, a series of m ranged
from 0.1 to 0.9 are utilized to train the different models. The
results are shown in Fig. 14, and it is noticed that the accuracy
of angular margin loss is higher than the one using the Softmax
loss function.

To further analyze the experimental result, it can be
observed from Fig. 14 and Table I that the model trained
with additive angular margin loss function has higher accu-
racy in both Test Set than the model trained with the Softmax
loss function regardless of the value of m. It should also be
emphasized that the accuracy of the models with Test Set 2 is
lower than that of Test Set 1. The reason is that the image used
in Test Set 2 are fuzzified with significant difference from the
training data set. The accuracy of the model trained with addi-
tive angular margin loss function decreases by 7.59%, while
the model trained with the Softmax loss function decreases
by 17.23%. This is mainly because the additive angular mar-
gin loss function is capable of making the network to reduce
the intraclass distance and increase the interclass distance so
that to improve the overall accuracy of classification. From
the performance comparisons, the additive angular margin loss
function is utilized for the eye-gaze direction classification for
the designed robot system.

In Table II, the results of the distance accuracy are also pro-
vided. The selected data are all sampling point within 18 mm
from the target. Ereachable represents the average Euclidean dis-
tance to the reachable target, and Erandom represents the one to

TABLE II
ACCURACY MEASURE OF THE ROBOT CONTROL SYSTEM

the random target. Two classification models mentioned in the
previous section are used, and it is observed that the angular
margin loss function model has almost twice accuracy when
compared with the Softmax loss function mode during the
experimental setup with reachable target. While in the case
of approaching the same random target, the accuracy of the
angular margin loss function also has enhanced performance.
The result again presents that the angular margin loss function
is capable of providing better performance for the designed
robotic system with eye-gaze-tracking-based control.

V. CONCLUSION

In this article, a novel robot system was designed to enable
percutaneous needle guidance with consideration of the clin-
ical application. The robot operating system (ROS)-based
virtual platform was implemented with the designed robotic
system for needle positioning. An eye-gaze-tracking-based
control framework is developed to control the robot with
desired needle positioning, thus the clinician is capable of
controlling the direction of the puncture sheath of the robot to
reach the target by means of eye gaze. Experimental studies
have been conducted to verify the effectiveness of the designed
platform with the proposed eye-gaze-tracking-based control
approach. The results showed that the designed robot can be
controlled through the eye-gaze tracking method and guided
to the desired target at the average error of 1 mm.

Future work will focus on the following aspects.
1) Prototypes of the robotic systems will be designed and

manufactured for real experiments.
2) More factors of the eye gaze tracking-based robotic

motion control will be considered, such as errors in the
eye gaze direction detection caused by the fatigueness.

3) In vivo/vitro experiments with the clinical environment
will be performed.

4) Reinforcement learning-based path planning [37] will be
studied for the movement of the needle.
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