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Abstract—A statistical pose model is developed for efficient 3D visual tracking of beating heart. The Region of Interest (ROI) on heart surfaces is first pre-tracked with a conventional high-order thin plate spline model. The 3D pose data of the ROI extracted from the pre-tracked results are then used to train a low-order 3D pose model based on the principal component of these pose data. The low-order model is accurate, robust, and efficient for tracking subsequent heart motion as heart beats are quasi-periodic with stable statistics and the redundant degree of freedom for fitting the poses of heart surface is significantly decreased by the principal-component-based dimensionality reduction. The proposed 3D pose modeling is validated on the stereo-endoscopic videos recorded by the da Vinci® surgical system.
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I. INTRODUCTION

In minimally invasive heart surgery, heart motion considerably disturbs the precise execution of surgical procedures, resulting in longer surgery duration and more surgical risks. Active motion compensation techniques were explored to overcome this issue [1]-[3]. By tracking heart motion and actively synchronizing surgical instruments with the motion, it is possible to provide a virtually stable operating environment to surgeons. Passive visual tracking techniques with a stereo-endoscope are very appropriate for the heart motion tracking, because there are no additional instrument ports required besides the endoscope [4].

However, it is very challenging for 3D visual tracking in a highly dynamic MIS setting. Model-based methods have been developed for tracking and fitting the region of interest (ROI) of heart surface. The ROI template designated in the first frame is warped with a 3D deformable model to match regions of subsequent frames based on a similarity measure, and the tracking task is formulated into an optimization problem with respect to the model parameters. Various models were employed for fitting heart surfaces [5]-[11]. Simple models such as affine models are computationally efficient but difficult to handle complex soft-tissue deformations, while sophisticated models generally suffer from heavy computational burden and convergence problems of model parameters. In addition, most existing models used for beating heart tracking are designed for general deformations, without taking into account the statistics of specific heart motion.

In this study, the classical Principle Component Analysis (PCA) [12] is used to extract the principal pose components of a specific beating heart from its past pose data, on which a low-order pose model is built. The low-order model, trained specially for the specific heart, is efficient when it is incorporated into the model-based scheme for the subsequent tracking task, which is verified on the stereo-endoscopic datasets collected by the da Vinci surgical system.

II. METHODS

Let $\mathbf{m} = [u \ v]^T$ denote a pixel in a 2D image, $\mathcal{R} = \{\mathbf{m}_n\}_{n=1}^{N_R}$ be a Region of Interest (ROI) on a heart surface, composed of $N_R$ pixels, and $\mathbf{m}_n \in \mathcal{R}$ be a Point of Interest (POI), normally the center of the ROI. In our study, we use $\mathbf{p}_c$, the 3D coordinates associated with $\mathbf{m}_n$, to denote the 3D position of the whole ROI, and correspondingly the 3D pose of the ROI can be represented by a pose vector

$$
\mathbf{s} = \left[ \begin{array}{c} 
\mathbf{p}_1' \\
\mathbf{p}_2' \\
\vdots \\
\mathbf{p}_c' 
\end{array} \right] \in \mathbb{R}^m
$$

where $N = 3N_c$ and $\mathbf{p}_c' = \mathbf{p}_c - \bar{\mathbf{p}}_c$ denotes the relative 3D coordinates associated with $\mathbf{m}_n$.

For a specific beating heart, assume that we have a group of past pose vectors. Since the ROI is spatially continuous and the heart motion is quasi-periodic with stable statistics, these pose vectors at various times are correlated and sparse in the space $\mathbb{R}^N$. The PCA technique can be used to extract the principal components of these pose vectors and build a low-order statistical pose model particularly suitable for the specific heart.

Let $\{\mathbf{s}_i\}_{i=1}^{L}$ be $L$ past pose vectors. A training data matrix of row-wise zero mean can be constructed as

$$
\mathbf{S} = \begin{bmatrix} 
\mathbf{s}_1 - \bar{\mathbf{s}} & \mathbf{s}_2 - \bar{\mathbf{s}} & \cdots & \mathbf{s}_L - \bar{\mathbf{s}} 
\end{bmatrix}
$$
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with the mean pose
\[ \overline{s} = \frac{1}{L} \sum_{l=1}^{L} s_l \]  
(3)

The principal components of the \( N \times L \) data matrix can be computed by using the thin Singular Value Decomposition (SVD)
\[ S = U \Sigma V^T \]  
(4)
where \( \Sigma \) is a \( N \times L \) diagonal matrix of singular values \( \{ \sigma_k \}_{k=1}^{\min(N,L)} \) with \( \sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_{\min(N,L)} \), \( U \) is a \( N \times N \) unitary matrix of orthonormal columns \( \{ u_k \}_{k=1}^{N} \), and \( V \) is a \( L \times L \) unitary matrix. The column \( u_k \) of \( U \), corresponding to the singular value \( \sigma_k \), is the \( k \)-th principal component of the data matrix.

According to the Eckart–Young theorem [13], the pose data can be reconstructed optimally with the first few principal components that correspond to the largest singular values. Let \( \tilde{S} = U_k \Sigma_k V_k^T \) be the reconstructed matrix with the first \( K' \leq \min \{ N, L \} \) principal components, where \( U_k = [U_{k,1}, \ldots, U_{k,K'}] \) is formed by the first \( K' \) columns of \( U \) and \( \Sigma_k V_k^T = U_k^T S \) is the scores of the data matrix on these columns (principal components). The reconstruction error defined with the Frobenius norm can be measured by the sum of square of the smallest singular values being omitted.
\[ \| S - \tilde{S} \|_F^2 = \sum_{k=K'+1}^{\min\{N,L\}} \sigma_k^2 \]  
(5)

As the principal components corresponding to the largest singular values are reserved, the information loss caused by the dimension-reduced representation is minimal, of all possible \( K' \)-D subspace representations in \( \mathbb{R}^N \).

With the assumption that the statistics of heart beats are stable, the poses in the future can be represented effectively in the dimension-reduced subspace with the statistical pose model trained on the past pose data
\[ \hat{s} = U_k w + \overline{s} \]  
(6)
where \( w \) is a new pose coefficient vector.

In order to obtain the pose training data, the classical TPS model [8] may be employed to pre-track the ROI in the first \( L \) frames of a stereo-endoscopic image sequence. So far we can summarize the complete steps of beating heart tracking based on the proposed pose modeling:

1) The ROI in the first \( L \) frames is pre-tracked with a high-order TPS model of \( K \) deformation coefficients, yielding the training data matrix \( S \) and the mean pose \( \overline{s} \).

2) \( S \) is decomposed by the thin SVD, \( S = U \Sigma V^T \).

3) The first \( K' \leq (K-3) \) columns of \( U \) are used to build a new low-order deformable model of \( K' \) pose coefficients

and 3 position coefficients, i.e., \( \forall \ m \in \mathbb{R} \), its corresponding 3D coordinate can be calculated by
\[ p = U_{k'}(m)w + \overline{s}(m) + p_o, \]  
(7)
where \( U_{k'}(m) / \overline{s}(m) \) is sub-matrix/vector of \( U / \overline{s} \) associated with \( m \), \( w \) is the \( K' \)-D pose coefficient vector and \( p_o \) is the 3D position coefficient vector.

4) The subsequent image frames are tracked with the low-order model in (7).

By using the pinhole camera model [11], the model-based tracking involved in the steps 1) and 4) can be finally translated into an optimization problem of model coefficients, i.e., finding the best deformation (pose and position) coefficients that minimize the alignment error of the ROI between the template image and the current stereo images.

For a stereo vision system, the 2D projection of \( p \) onto the left/right image plane can be located with the pinhole model as:
\[ m^{(L/R)} = \rho \left( C_{L/R} \left[ \begin{array}{c} p \\ 1 \end{array} \right] \right) \]  
(8)
where \( C_{L/R} \) is the \( 3 \times 4 \) left/right camera matrix and \( \rho : \mathbb{R}^3 \rightarrow \mathbb{R}^2 \) denotes the mapping from homogeneous coordinates to pixel coordinates, i.e.
\[ \left[ \begin{array}{c} a/c \\ b/c \end{array} \right] = \rho \left[ \begin{array}{c} a \\ b \\ c \end{array} \right] \]  
(9)

Given the ROI \( \mathbb{R} \) in the template image, the 3D tracking problem can be formalized with the sum of squared pixel differences as
\[ \arg \min_{\theta} \left\| I_{l} - I_{r} \right\|^2 \]  
(10)
where
\[ I_l = \begin{bmatrix} I_{l,1}(m_1) \\ \vdots \\ I_{l,n}(m_n) \end{bmatrix} \quad \text{and} \quad I_{r} = \begin{bmatrix} I_{r,1}(m_{1,1}) \\ \vdots \\ I_{r,n}(m_{1,n}) \end{bmatrix} \]  
(11)
are \( N \times D \) column vectors stacked by the pixel values of the ROI in the template image \( I_l \) and the current stereo images \( I_{r} \), and the DE model coefficients, e.g., there is \( \theta = (w, p_o) \) for the low-order model in (7).

To solve (11), the Efficient Second-order Minimization (ESM) [14] is employed, which has a faster convergence rate and a larger convergence basin than traditional optimization. The model coefficients are updated with the increment
\[ \Delta \theta = -2 \left[ J_{i_k}(0) + J_{i_k}(0') \right] \left[ I_k - I_T \right] \]

(12)

where "+" denotes the matrix pseudo-inverse, \( \theta' \) denotes the ideal coefficients and \( J_Y(x) \) is the Jacobian matrix of \( Y \) at \( x \).

Taking the statistics of heart beats into account, the low-order model trained online can be efficient in computation and robust against the "aperture" problem, when incorporating into the model-based tracking scheme. The order of the pose model \( (K') \) is adjustable according to the statistics of past pose data, which can be indicated by the energy distribution of singular values, as shown in Section 3.

III. RESULTS

Two stereo-endoscope video datasets captured by the da Vinci (Intuitive Surgical, CA) surgical platform are used to validate the proposed modelling method. Each video consists of 800 frame stereo-pair images with a frame rate of 25 Hz. Video I records the motion of a phantom heart [15]. Video II is captured from in vivo heart in a real TECAB procedure [16], [17].

A. PCA of training data

In order to show the statistics of heart beats, the TPS model of 9 Control Points (CP) is employed to track an 120×120 ROI in each video for 800 frames, obtaining a pose data matrix for each dataset. During the tracking, the ESM algorithm is employed to iteratively compute the 27 coefficients of the 9-CP TPS model at each frame. Since the ESM algorithm cannot follow all 800 frames without interruption in the in vivo dataset, the tracking process is restarted manually when it is interrupted.

Figure 1 shows the squares of 24 non-zero singular values computed from the pose matrices of the two datasets. The energy is concentrated in the several larger singular values for both datasets, showing that the degree of freedom of the 9-CP TPS model is redundant for pose representation. Consequently, it is feasible to reconstruct the poses on several principal components that correspond to the largest singular values.

B. Tracking Tests

In our tracking tests, the first \( L = 600 \) frames in each datasets, tracked with the 9-CP TPS, serve as the training data, and the subsequent 200 frames serve as the test data, which will be tracked with the low-order model built on the PCA of the training data. We choose \( K' = 8 / K' = 12 \) for Video I/II, such that the normalized reconstruction error for each dataset satisfies

\[ \| s - \hat{s} \| / \| s \| < 0.01 \]

As the ground truth is unknown, 3D tracking results are usually evaluated qualitatively by visually inspecting the concordance of the reconstructed surfaces and heart beatings, and by analyzing the motion trajectories of POI on heart surfaces. Figure 2 illustrates some tracked frames with the PCA-based model. The proposed model can efficiently handle soft-tissue deformations on heart surfaces. The reconstructed 3D poses at different instants of heart beating are consistent with those perceived directly by human vision, and the POI (the center of the ROI) is located accurately at different image frames.

Figure 3 shows the motion trajectories of POI on Video I tracked by the PCA-based model in x, y, z directions. The Power Spectral Densities (PSDs) of these trajectories are also calculated. Since Video I is captured from a phantom heart, the motion trajectories exhibits highly regular periodicity, and their
The proposed PCA-based pose modeling approach. These comparisons show the effectiveness of TPS, especially on the in vivo dataset. The low-order models videos, performing much more robust than the high-order 9-CP based model can continuously track all 200 test frames on both number of continuous frames tracked successfully. The PCA-based model and the 9-CP TPS yield very similar 3D surfaces on both datasets, where the 3D details on heart surfaces are preserved (see Fig. 2). The 3D surfaces tracked by the 4-CP TPS seem over smooth, as shown in Fig. 4, where many 3D details on phantom surfaces are missed, even though the order (3×4 = 12 coefficients) of the 4-CP TPS is larger than the order (K′ = 3 = 11 coefficients) of the PCA-based model built for tracking Video I. These comparisons show the effectiveness of the proposed PCA-based pose modeling approach.

As tracking beating heat with stereo-endoscopic images is very challenging, tracking chain for a continuous image sequence is often interrupted by the dynamic effects in MIS, such as instrument occlusion, specular reflection, and motion blurring. The robustness of tracking method is very important for real MIS settings, which can be evaluated with the average number of continuous frames tracked successfully. The PCA-based model can continuously track all 200 test frames on both videos, performing much more robust than the high-order 9-CP TPS, especially on the in vivo dataset. The low-order models with fewer coefficients, such as the PCA-based, 4-CP and 5-CP TPS models, are easier to find optimal solutions in noisy environments. The PCA-based model also performs slightly better than the 5-CP TPS model on the in vivo dataset, though the two models have the same order (15 coefficients). The comparisons in robustness further show the effectiveness of the proposed modeling approach.

The computational efficiency of the ESM-based tracking algorithms mainly depends on the orders of the models employed. The most time-consuming operation in the ESM is the pseudo-inverse calculation of the Jacobian matrix in (12). Given a K-order model on a N-pixel ROI, the computational complexity of the pseudo-inverse calculation is \( O(NK^2) \). Consequently, for tracking the same ROI, the computational cost of the PCA-based model is about 1/3 of that of the 9-CP TPS, though the tracking results yielded by the two models are very similar and the robustness of the PCA-based model is even much better than that of the 9-CP TPS.

IV. CONCLUSION

In this study, we propose a PCA-based pose modelling approach for 3D beating heart tracking. The training data are first obtained by using a general high-order TPS model. The principal components of these 3D pose data are then extracted with the PCA. The first few principal components that correspond to the largest singular values are used to build a low-order deformable model online, which is finally incorporated into the ESM-based tracking scheme for efficient beating heart tracking. The experimental results on the phantom and in vivo heart videos captured by the da Vinci surgical robots show the effectiveness of the proposed modeling approach.
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