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ABSTRACT
As NISQ devices have several physical limitations and unavoidable
noisy quantum operations, only small circuits can be executed on a
quantum machine to get reliable results. This leads to the quantum
hardware under-utilization issue. Here, we address this problem and
improve the quantum hardware throughput by proposing a multi-
programming approach to execute multiple quantum circuits on
quantum hardware simultaneously. We first introduce a parallelism
manager to select an appropriate number of circuits to be executed
at the same time. Second, we present two different qubit partition-
ing algorithms to allocate reliable partitions to multiple circuits – a
greedy and a heuristic. Third, we use the Simultaneous Randomized
Benchmarking protocol to characterize the crosstalk properties and
consider them in the qubit partition process to avoid crosstalk effect
during simultaneous executions. Finally, we enhance the mapping
transition algorithm to make circuits executable on hardware using
a decreased number of inserted gates. We demonstrate the perfor-
mance of our multi-programming approach by executing circuits of
different sizes on IBM quantum hardware simultaneously. We also
investigate this method on VQE algorithm to reduce its overhead.

1 INTRODUCTION
Quantum computing promises to achieve an exponential speedup to
tackle certain computational tasks compared with the classical com-
puters [11, 18, 21, 32, 33, 46, 47]. Although quantum technologies
are continuously improving, current quantum devices are still qual-
ified as Noisy Intermediate-Scale Quantum (NISQ) hardware [41],
with several physical constraints. For example, for superconducting
devices which we target in this paper, connections are only allowed
between two neighbouring qubits. Besides, the gate operations of
NISQ devices are noisy and have unavoidable error rates. As we do
not have enough number of qubits to realize Quantum Error Cor-
rection [9, 10, 22], only small circuits with limited depth can obtain
reliable results when executed on quantum hardware, which leads
to the waste of hardware resource. Moreover, with the growing
demand to access to quantum hardware, its under-utilization issue
increases the waiting time for users, which indicates the need to
improve the hardware throughput.

As the qubit number of the hardware increases and the error
rates improve, it becomes possible to execute multiple circuits on a
quantum chip simultaneously. The multi-programming mapping
problemwas firstly introduced by [15], which demonstrated that the
throughput and utilization of NISQ hardware can be enhanced by ex-
ecuting several circuits at the same time. Ref [16] further improved
it in terms of fidelity and gate number by proposing a Community
Detection Assisted Partition algorithm along with the X-SWAP
scheme (we refer to this algorithm as CDAP for brevity). However,

their results showed that when executing multiple quantum circuits
simultaneously, the activity of one circuit can negatively impact
the fidelity of others, due to the difficulty of allocating reliable re-
gions to each circuit, higher chance of crosstalk error [45], and the
qubit movement limitation (only inside of the partition). Previous
works [15, 16] have left these issues largely unexplored and have
not addressed the problem holistically: (1) Hardware topology and
calibration data are not fully analyzed where allocation is done
on unreliable or sparse-connected partitions to circuits ignoring
the robust qubits and links. (2) These works use only SWAP gate
for mapping transition process and the modified circuits always
have a large number of additional gates. (3) Crosstalk error is not
considered when allocating partitions for circuits. For example, the
X-SWAP scheme [16] for reducing the inserted SWAP number can
only be performed when the two circuits are allocated to neighbour-
ing partitions, which can introduce crosstalk effect and decrease the
circuit output fidelity. Detrimental crosstalk impact when executing
multiple parallel instructions has been reported in [5, 6, 37] by using
Simultaneous Randomized Benchmarking (SRB) [23]. In presence
of crosstalk, gate error can be increased by an order of magnitude.
Ref [5] even proposed a fault-attack model using crosstalk in a
multi-programming environment.

It is important to investigate the multi-programming approach
in the NISQ era especially for Variational Quantum Algorithms
(VQAs) [12]. For example, the multi-programming mechanism can
enable to execute several ansatz states in parallel in one quantum
processor, such as in Variational Quantum Eigensolver (VQE) [31,
40], Variational Quantum Linear Solver (VQLS) [8, 29], or Varia-
tional Quantum Classifier (VQC) [27, 43] with reliability. It is also
general enough to be applied to other quantum circuits regardless
of applications or algorithms.

In this work, we address the problem of multi-programming
while considering the impact of hardware topology, calibration
data, and crosstalk without losing the circuit fidelity. First, we intro-
duce a parallelism manager that can optimally select the number of
circuits being executed on the quantum hardware simultaneously.
Second, we present two different qubit partition algorithms to allo-
cate reliable partitions to different circuits. One is a greedy partition
algorithm which provides optimal choices. The other one is based
on a heuristic which can give nearly optimal results and signifi-
cantly reduce the time complexity. Third, we consider crosstalk
error during the partition process to lower the crosstalk effect
during simultaneous executions. Then, we improve the mapping
transition step of the qubit mapping problem to make quantum
circuits executable on quantum hardware with a reduced number
of additional gates. Finally, we evaluate our algorithm on real quan-
tum hardware by first executing circuits of different sizes at the
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same time and then applying it to VQE algorithm to estimate the
ground state energy of deuteron. To the best of our knowledge, this
is the first attempt to propose a complete multi-programming pro-
cess flow for executing an optimal number of workloads in parallel
ensuring the output fidelity by analyzing the hardware limitations.

2 RESULTS
2.1 Multi-programming workflow
The multi-programming workflow is schematically shown in Fig. 1,
which includes the following steps:

• Input layer. It contains a list of small quantum circuits written
in OpenQASM language [14], and the quantum hardware
information, including the hardware topology, calibration
data, and crosstalk effect.
• Parallelism manager. It can determine whether executing
circuits concurrently or separately. If the simultaneous exe-
cution is allowed, it can further decide the number of circuits
to be executed on the hardware at the same time without
losing fidelity based on the fidelity metric included in the
hardware-aware multi-programming compiler.
• Hardware-aware multi-programming Compiler. Qubits are
partitioned to several reliable regions and are allocated to
different quantum circuits using qubit partition algorithms.
Then, the partition fidelity is evaluated by the post qubit
partition process. We introduce a fidelity metric here which
helps to decide whether this number of circuits can be ex-
ecuted simultaneously or the number needs to be reduced
based on their properties.
• Scheduler. The mapping transition algorithm is applied and
circuits are transpiled to be executable on real quantum
hardware.
• Output layer. Output circuits are executed on the quantum
hardware simultaneously or independently according to the
previous steps and the experimental results are obtained.

2.2 Parallelism manager
In order to determine the optimal number of circuits that can be
executed on the hardware in parallel without losing fidelity, here,
we introduce the parallelism manager, shown in Fig. 2a.

Suppose we have a list of 𝑛 circuit workloads with 𝑛𝑖 qubits
for each of them, that are expected to be executed on 𝑁 -qubit
hardware. Firstly, the circuits are sorted according to their densities.
The density of a circuit is defined as the number of CNOTs divided
by the qubit number of the circuit, #𝐶𝑁𝑂𝑇𝑠/𝑛𝑖 , [16]. Then, we pick
𝐾 circuits which is the maximum number of circuits that are able to
be executed on the hardware at the same time,

∑𝐾
𝑛=1 𝑛𝑖 ≤ 𝑁 . If 𝐾 is

equal to one, then all the circuits should be executed independently.
Otherwise, these circuits are passed to the hardware-aware multi-
programming compiler. They work together to decide an optimal
number of simultaneous circuits to be executed.

2.3 Hardware-aware multi-programming
compiler

2.3.1 Qubit partition.
Here, we present the key features of the qubit partition algorithms.
A motivational example can be found in Supplementary Note 2.

Crosstalk effect characterization.

Crosstalk is one of the major noise sources in NISQ devices, which
can corrupt a quantum state due to quantum operations on other
qubits [44]. There are two types of crosstalk. The first one is quan-
tum crosstalk, which is caused by the always-on-ZZ interaction [35,
52]. The second one is classical crosstalk caused by the incorrect
control of the qubits. The calibration data provided by IBM do not
include the crosstalk error. To consider the crosstalk effect in parti-
tion algorithms, we must first characterize it in the hardware. There
are several protocols presented in [7, 19, 23, 28, 42] to benchmark
the crosstalk effect in quantum devices. In this paper, we choose the
mostly used protocol – Simultaneous Randomized Benchmarking
(SRB) [23] to detect and quantify the crosstalk between CNOT pairs
when executing them in parallel.

We characterize the crosstalk effect followed by the optimization
methods presented in [37]. On IBM quantum devices, the crosstalk
effect is significant only at one hop distance between CNOT pairs [37],
such as (𝐶𝑋0,1 |𝐶𝑋2,3) shown in Fig. 3a, when the control pulse of
one qubit propagates an unwanted drive to the nearby qubits that
have similar resonate frequencies. Therefore, we perform SRB only
on CNOT pairs that are separated by one-hop distance. For those
pairs whose distance is greater than one hop, the crosstalk effects
are very weak and we ignore them. It allows us to parallelize SRB
experiments of multiple CNOT pairs when they are separated by two
or more hops. For example, in IBM Q 27 Toronto (ibmq_toronto) [1],
the pairs (𝐶𝑋0,1 |𝐶𝑋4,7), (𝐶𝑋12,15 |𝐶𝑋17,18), (𝐶𝑋5,8 |𝐶𝑋11,14) can be
characterized in parallel.

We perform the crosstalk characterization on IBM Q 27 Toronto
twice. The results show that, although the absolute gate errors
vary every day, the pairs that have strong crosstalk effect remain
the same across days. SRB experiment on CNOT pairs (𝑔𝑖 |𝑔 𝑗 ) gives
error rate 𝐸 (𝑔𝑖 |𝑔 𝑗 ) and 𝐸 (𝑔 𝑗 |𝑔𝑖 ). Here, 𝐸 (𝑔𝑖 |𝑔 𝑗 ) represents the CNOT
error rate of 𝑔𝑖 when 𝑔𝑖 and 𝑔 𝑗 are executed in parallel. If there is
a crosstalk effect between the two pairs, it will lead to 𝐸 (𝑔𝑖 |𝑔 𝑗 ) >
𝐸 (𝑔𝑖 ) or 𝐸 (𝑔 𝑗 |𝑔𝑖 ) > 𝐸 (𝑔 𝑗 ). The crosstalk effect characterization is
expensive and time costly. Some of the pairs do not have crosstalk ef-
fect whereas the CNOT error of the pair affected themost by crosstalk
effect is increased by more than five times. Therefore, we extract
the pairs with significant crosstalk effect, i.e., 𝐸 (𝑔𝑖 |𝑔 𝑗 ) > 3 × 𝐸 (𝑔𝑖 )
and only characterize these pairs when crosstalk properties are
needed. We choose the same factor 3 to quantify the pairs with
strong crosstalk error like [37]. The result of crosstalk effect char-
acterization on IBM Q 27 Toronto is shown in Fig. 3b.

Greedy sub-graph partition algorithm.

We develop a Greedy Sub-graph Partition algorithm (GSP) for qubit
partition process which is able to provide theoretically the optimal
partitions for different quantum circuits (see Supplementary Note
3 for pseudo-code of GSP). The first step of the GSP algorithm is to
traverse the overall hardware to find all the possible partitions for
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Figure 1: Overview of the proposedmulti-programming framework. The input layer includes the quantum hardware information and
multiple quantum circuit workloads. The parallelism manager helps to decide whether executing circuits simultaneously or independently.
For simultaneous executions, it works with the hardware-aware multi-programming compiler to select an optimal number of shared
workloads to be executed at the same time. Then, the scheduler makes all the circuits executable on the quantum hardware and we can
obtain the results of the output circuits.
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Figure 2: Process flow of each block that constitutes our multi-programming approach. (a) The parallelism manager selects 𝐾
circuits according to their densities and passes them to the hardware-aware multi-programming compiler. (b) The qubit partition algorithms
allocate reliable regions to multiple circuits. Δ𝑆 is the difference between partition scores when partitioning independently and simultaneously,
which is the fidelity metric. 𝛿 is the threshold set by the user. The fidelity metric helps to select the optimal number of simultaneous circuits
to be executed. (c) The scheduler performs mapping transition algorithm and makes quantum circuits executable on real quantum hardware.

a given circuit. For example, suppose we have a five-qubit circuit,
we find all the subgraphs of the hardware topology (also called
coupling graph) containing five qubits as the partition candidates.
Each candidate has a score to represent its fidelity depending on the
topology and calibration data. The partition with the best fidelity is
selected and all the qubits inside of the partition are marked as used
qubits so they cannot be assigned to other circuits. For the next
circuit, a subgraph with the required number of qubits is assigned
and we check if there is an overlap on this partition to partitions of
previous circuits. If not, the subgraph is a partition candidate for
the given circuit and the same process is applied to each subsequent
circuit. To account for crosstalk, we check if any pairs in a subgraph
have strong crosstalk effect caused by the allocated partitions of
other circuits. If so, the score of the subgraph is adjusted to take
crosstalk error into account.

In order to evaluate the reliability of a partition, there are two
factors that need to be considered: partition topology and error
rates of two-qubit links and readout error of each qubit. One-qubit
gates are ignored for simplicity and because of their relatively low
error rates compared to the other quantum operations. If there is a
qubit pair in a partition that has strong crosstalk affected by other
partitions, then CNOT error of this pair is added to the crosstalk

effect. Note that the most recent calibration data should be re-
trieved through the IBM Quantum Experience before each usage
to ensure that the algorithm has access to the most accurate and
up-to-date information. To evaluate the partition topology, we de-
termine the longest shortest path (also called graph diameter) of the
partition, denoted 𝐿. The smaller the longest shortest path is, the
better the partition is connected and eventually fewer SWAP gates
would be needed to make a connection between two qubits in a
well-connected partition.

We devise a reliability score metric for a partition that is the sum
of the graph diameter 𝐿, average CNOT error rate of the links times
the number of CNOTs of the circuit, and the sum of the readout
error rate of each qubit in a partition (Eq. 1). Note that the CNOT
error rate includes the crosstalk effect if it exists.

𝑆𝑐𝑜𝑟𝑒𝑔 = 𝐿 +𝐴𝑣𝑔𝐶𝑁𝑂𝑇 × #𝐶𝑁𝑂𝑇𝑠 +
∑︁
𝑄𝑖 ∈𝑃

𝑅𝑄𝑖
(1)

The graph diameter 𝐿 is always prioritized in this equation, since
it is more than one order of magnitude larger than the other two
factors. The partition with the smallest reliability score is selected.
It is supposed to have the best connectivity and the lowest error
rate. Moreover, the partition algorithm prioritizes the quantum
circuit with a large density because the input circuits are ordered
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Figure 3: Characterization of crosstalk effect. (a) Crosstalk
pairs separated by one-hop distance. The crosstalk pairs should
be able to be executed at the same time. Therefore, they cannot
share the same qubit. One-hop is the minimum distance between
crosstalk pairs. (b) Crosstalk effect results of IBM Q 27 Toronto
using SRB. The arrow of the red dash line points to the CNOT pair
that is affected significantly by crosstalk effect, e.g., 𝐶𝑋2,3 and
𝐶𝑋5,8 affect each other when they are executed simultaneously.
In our experiments, 𝐸 (𝐶𝑋10,12 |𝐶𝑋15,18) > 3 × 𝐸 (𝐶𝑋10,12), whereas
𝐸 (𝐶𝑋15,18 |𝐶𝑋10,12) ≈ 2.2×𝐸 (𝐶𝑋15,18). As we choose 3 as the factor
to pick up pairs with strong crosstalk effect, there is no arrow at
pair 𝐶𝑋15,18.

by their densities during the parallelism manager process. The
partition algorithm is then called for each circuit in order. However,
GSP algorithm is expensive and time costly. For small circuits, GSP
algorithm gives the best choice of partition. It is also useful to use
it as a baseline to compare with other partition algorithms. For
beyond NISQ, a better approach should be explored to overcome
the complexity overhead.

Qubit fidelity degree-based heuristic sub-graph partition algorithm.

The Qubit fidelity degree-based Heuristic Sub-graph Partition algo-
rithm (QHSP) should perform as well as GSP but without the large
runtime overhead.

In QHSP, when allocating partitions, we favor qubits with high
fidelity. We define the fidelity degree of qubit based on the CNOT
and readout fidelities of this qubit as in Eq. 2.

𝐹_𝐷𝑒𝑔𝑟𝑒𝑒𝑄𝑖
=

∑︁
𝑄 𝑗 ∈𝑁 (𝑄𝑖 )

𝜆 × (1 − 𝐸 [𝑄𝑖 ] [𝑄 𝑗 ]) + (1 − 𝑅𝑄𝑖
) (2)

𝑄 𝑗 are the neighbour qubits connected to 𝑄𝑖 , 𝐸 is the CNOT error
matrix, and 𝑅 is the readout error rate. 𝜆 is a user defined parameter
to weight between the CNOT error rate and readout error rate. Such
parameter is useful for two reasons: (1) Typically, in a quantum cir-
cuit, the number of CNOT operations is different from the number of
measurement operations. Hence, the user can decide on 𝜆 based on
the relative number of operations. (2) For some qubits, the readout
error rate is one or more orders of magnitude larger than the CNOT
error rate. Thus, it is reasonable to add a weight parameter.

The fidelity degree metric reveals two aspects of the qubit. The
first one is the connectivity of the qubit. The more neighbours a

qubit has, the larger its fidelity degree is. The second one is the reli-
ability of the qubit accounting CNOT and readout error rates. Thus,
the metric allows us to select a reliable qubit with good connectiv-
ity. Instead of trying all the possible subgraph combinations (as in
GSP algorithm), we propose a QHSP algorithm to build partitions
that contain qubits with high fidelity degree while significantly
reducing runtime.

To further improve the algorithm, we construct a list of qubits
with good connectivity as starting points. We sort all physical
qubits (qubits used in hardware) by their physical node degree,
which is defined as the number of links in a physical qubit. Note
that, the physical node degree is different from the fidelity degree.
Similarly, we also obtain the largest logical node degree of the
logical qubit (qubits used in the quantum circuit) by checking the
number of different qubits that are connected to a qubit through
CNOT operations. Next, we compare these two metrics.

If the largest physical node degree is less than the largest logi-
cal node degree, it means we cannot find a suitable physical qubit
to map the logical qubit with the largest logical node degree that
satisfies all the connections. In this case, we only collect the phys-
ical qubits with the largest physical node degree. Otherwise, the
physical qubits whose physical node degree is greater than or equal
to the largest logical node degree are collected as starting points.
By limiting the starting points, this heuristic partition algorithm
becomes even faster.

For each qubit in the starting points list, it explores its neigh-
bours and finds the neighbour qubit with the highest fidelity degree
calculated in Eq. 2, and merges it into the sub-partition. Then, the
qubit inside of the sub-partition with the highest fidelity degree
explores its neighbour qubits and merges the best one. The process
is repeated until the number of qubits inside of the sub-partition
is equal to the number of qubits needed. This sub-partition is con-
sidered as a subgraph and is added to the partition candidates (see
Supplementary Note 3 for pseudo-code of QHSP).

After obtaining all the partition candidates, we compute the
fidelity score for each of them. As we start from a qubit with high
physical node degree and merge to neighbour qubits with high
fidelity degree, the constructed partition is supposed to be well-
connected, hence, we do not need to check the connectivity of
the partition using the longest shortest path 𝐿 as in Eq. 1, GSP
algorithm. We can only compare the error rates. The fidelity score
metric is simplified by only calculating the CNOT and readout error
rates as in Eq. 3. It is calculated for each partition candidate and
the best one is selected. See supplementary note 3 for an example
of explaining QHSP in detail.

𝑆𝑐𝑜𝑟𝑒ℎ = 𝐴𝑣𝑔𝐶𝑁𝑂𝑇 × #𝐶𝑁𝑂𝑇𝑠 +
∑︁
𝑄𝑖 ∈𝑃

𝑅𝑄𝑖
(3)

Runtime analysis

Let 𝑛 be the number of hardware qubits, 𝑘 the number of circuit
qubits to be allocated in a partition, 𝑔 the number of gates that the
circuit has.

For GSP algorithm, in most cases, the number of circuit qubits
is less than the number of hardware qubits, thus the time cost
is 𝑂 (𝑘3𝑛𝑘 ). It increases exponentially as the number of circuit
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qubits augments. QHSP algorithm starts by collecting a list of𝑚
starting points where𝑚 ≤ 𝑛. It takes 𝑂 (𝑚𝑘2 + 𝑛𝑙𝑜𝑔(𝑛) + 𝑔), which
is polynomial. For the detailed explanation of runtime analysis, see
Supplementary Note 3.

2.3.2 Post qubit partition.
By default multi-programming mechanism reduces circuit fidelity
compared to standalone circuit execution mode. If the fidelity re-
duction is significant, circuits should be executed independently
or the number of simultaneous circuits should be reduced even
though the hardware throughput can be decreased as well. There-
fore, we consistently check the circuit fidelity difference between
independent versus concurrent execution.

We start with qubit partition process for each circuit indepen-
dently and obtain the fidelity score of the partition. Next, this qubit
partition process is applied to these circuits to compute the fidelity
score when executing them simultaneously. The difference between
the fidelity scores is denoted Δ𝑆 , which is the fidelity metric. If Δ𝑆
is less than a specific threshold 𝛿 , it means simultaneous circuit
execution does not detriment significantly the fidelity score, thus
circuits can be executed concurrently, otherwise, independently
or reduce the number of simultaneous circuits. The fidelity met-
ric along with the parallelism manager help to define the optimal
number of simultaneous circuits to be executed.

2.4 Scheduler
2.4.1 Mapping transition algorithm.
The circuits need to be transformed to be executable on real quan-
tum hardware, which includes two steps: initial mapping and map-
ping transition. The initial mapping of each circuit is created while
taking into account swap error rate and swap distance to perform
qubit movement operations [39]. The initial mapping of the simul-
taneous mapping transition process is obtained by merging the
initial mapping of each circuit according to its partition. We further
improve the mapping transition algorithm [39] by modifying the
heuristic cost function to better select the inserted gate. We also
introduce the Bridge gate to the simultaneous mapping transition
process for multi-programming.

First, each quantum circuit is transformed into amore convenient
format – Directed Acyclic Graph (DAG) circuit which represents
the operation dependencies of the circuit without considering the
connectivity constraints. Then, the compiler traverses the DAG
circuit and goes through each quantum gate sequentially. The gate
that does not depend on other gates (i.e., all the gates before it have
been executed) is allocated to the first layer, denoted 𝐹 . The com-
piler checks if the gates on the first layer are hardware-compliant.
The hardware-compliant gates can be executed on the hardware
directly without modification. They are added to the scheduler,
removed from the first layer and marked as executed. If the first
layer is not empty, which means some gates are non-executable
on hardware, a SWAP or Bridge gate is needed. We collect all the
possible SWAPs and Bridges, and use the cost function𝐻 (see Eq. 5)
to find the best candidate. The process is repeated until all the gates
are marked as executed (see Supplementary Note 4 for pseudo-code
of simultaneous mapping transition algorithm).

A SWAP gate requires three CNOTs and inserting a SWAP gate can
change the current mapping. A Bridge gate requires four CNOTs

and inserting a Bridge gate does not change the current mapping
and it can only be used to execute a CNOTwhen the distance between
the control qubit and the target qubit is exactly two. Both gates
need three supplementary CNOTs. The SWAP gate is preferred when
it has a positive impact on the following gates, allocated in the
extended layer 𝐸, hence it makes these gates executable or reduces
the distance between control and target quits. Otherwise, a Bridge
gate is preferred.

A cost function 𝐻 is introduced to evaluate the cost of inserting
a SWAP or Bridge. We use the following distance matrix (Eq. 4) as
in [39] to quantify the impact of the SWAP or Bridge gate,

𝐷 = 𝛼1 × 𝑆 + 𝛼2 × E (4)

where 𝑆 is the swap distance matrix and E is the swap error matrix.
We set 𝛼1 and 𝛼2 to 0.5 to equally consider the swap distance and
swap error rate. In [39], only the impact of a SWAP and Bridge
on other gates (first and extended layer) was considered without
considering their impact on the gate itself. As each of them is
composed of either three or four CNOTs, their impact cannot be
ignored. Hence, in our multi-programming mapping transition
algorithm, we take self impact into account and create a list of both
SWAP and Bridge candidates, labeled as "tentative gates" and the
heuristic cost function is as:

𝐻 =
1

|𝐹 + 𝑁𝑇𝑒𝑛𝑡 |
(
∑︁
𝑔∈𝐹

𝐷 [𝜋 (𝑔.𝑞1)] [𝜋 (𝑔.𝑞2)]

+
∑︁

𝑔∈𝑇𝑒𝑛𝑡
𝐷 [𝜋 (𝑔.𝑞1)] [𝜋 (𝑔.𝑞2)])+𝑊×

1
|𝐸 |

∑︁
𝑔∈𝐸

𝐷 [𝜋 (𝑔.𝑞1)] [𝜋 (𝑔.𝑞2)]

(5)

where𝑊 is the parameter that weights the impact of the ex-
tended layer, 𝑁𝑇𝑒𝑛𝑡 is the number of gates of the tentative gate,
𝑇𝑒𝑛𝑡 represents a SWAP or Bridge gate, and 𝜋 represents the map-
ping. SWAP gate has three CNOTs, thus 𝑁𝑇𝑒𝑛𝑡 is three and we con-
sider the impact of three CNOTs on the first layer. The mapping is
the new mapping after inserting a SWAP. For Bridge gate, 𝑁𝑇𝑒𝑛𝑡 is
four and we consider four CNOTs on the first layer, and the mapping
is the current mapping as Bridge gate does not change the current
mapping. We weight the impact on the extended layer to prioritize
the first layer. This cost function can help the compiler select the
best gate to insert between a SWAP and Bridge gate.

2.5 Application: simultaneous executions of
multiple circuits of different size

2.5.1 Experimental results.

We first evaluated our multi-programming approach by execut-
ing a list of different-size benchmarks at the same time on two
quantum devices, IBM Q 27 Toronto and IBM Q 65 Manhattan
(ibmq_manhattan) [2] (see Supplementary Note 1 for further in-
formation about the selected quantum hardware). All the bench-
marks are collected from the previous work [54], including several
functions taken from RevLib [49] as well as some quantum algo-
rithms written in Quipper [25] or Scaffold [4]. These benchmarks
are widely used in the quantum community and their details are
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Figure 4: Comparison of fidelity and number of additional
gates on IBM Q 27 Toronto when executing two circuits si-
multaneously. (a) Fidelity. (b) Number of additional gates.
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Figure 5: Comparison of fidelity and number of additional
gates on IBM Q 65 Manhattan when executing three circuits
simultaneously. (a) Fidelity. (b) Number of additional gates.
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Figure 6: Comparison of fidelity and number of additional
gates on IBM Q 65 Manhattan when executing four circuits
simultaneously. (a) Fidelity. (b) Number of additional gates.

shown in Table 1. We chose small quantum circuits with shallow-
depth since only small circuits can obtain reliable results when
executed on real quantum hardware. The metrics we used to eval-
uate our algorithm include Probability of a Successful Trial (PST),

number of additional CNOT gates, and Trial Reduction Factor (TRF),
see Method for detailed explanation.

Several published qubit mapping algorithms [26, 30, 34, 36, 39, 50,
53] and multi-programming mapping algorithms are available as
discussed in section 1. HA [39] seems to be the best qubit mapping
algorithm in terms of the number of additional gates and circuit
fidelity. We use HA as the baseline for independent executions of
multiple circuits. CDAP algorithm proposed in [16] seems to be the
best multi-programming mapping algorithm and is considered as
the baseline for concurrent executions of multiple circuits.

To summarize, we compare our multi-programming algorithms,
1) GSP + improved mapping transition (labeled as GSP) and 2)
QHSP + improved mapping transition (labeled as QHSP), with the
baseline CDAP. The loss of fidelity due to simultaneous executions
of multiple circuits is reported by comparing concurrent versus
independent executions. Moreover, we compare the partition +
improved mapping transition algorithm based on HA (labeled as
PHA) versus HA on independent executions to show the impact of
partition in large quantum hardware for a small circuit. The details
of the configuration of algorithms are presented in Methods.

We first ran two quantum circuits on IBM Q 27 Toronto simul-
taneously. Results on output state fidelity and the number of addi-
tional gates are shown in Fig. 4. For independent executions, the
fidelity is improved by 46.8% and the number of additional gates
is reduced by 8.7% comparing PHA to HA. For simultaneous ex-
ecutions, QHSP and GSP allocate the same partitions except for
the first experiment – (ID1, ID1). In this experiment, GSP improves
the fidelity by 6% compared to QHSP. Partition results might be
different due to the various calibration data and the choice of 𝜆,
but the difference of the partition fidelity score between the two
algorithms is small. The results show that QHSP is able to allo-
cate nearly optimal partitions while reducing runtime significantly.
Therefore, for the rest experiments, we only evaluate QHSP al-
gorithm. QHSP can improve the fidelity by 28.9% and reduce the
additional gate number by 52.3% compared to CDAP. Comparing
simultaneous (QHSP) versus independent (PHA) executions for two
circuits, fidelity decreases by 5.8% and the number of additional
gates is almost the same. During the post-partition process, Δ𝑆 does
not pass the threshold and TRF is two.

Next, we executed on IBM 65 Manhattan three and four simulta-
neous quantum circuits. Fig. 5 and Fig. 6 show the comparison of fi-
delity and the number of additional gates. PHA always outperforms
HA for independent executions. QSHP significantly outperforms
CDAP with the number of simultaneous circuits increasing. The
output fidelity is increased by 74.8% and 55.3% on average for the
two cases. The reduction of inserted gate number is always more
than 50%. The threshold is still not passed and TRF becomes three

ID Name Qubits Num g Num CNOT

1 3 17 13 3 36 17
2 4mod5-v1 22 5 21 11
3 mod5mils 65 5 35 16
4 alu-v0 27 5 36 17
5 decod24-v2 43 4 52 22

Table 1: Information of benchmarks
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and four. Moreover, fidelities decrease by 1.5% and 6.7% when com-
paring simultaneous (QHSP) versus independent (PHA) executions.

Finally, to evaluate the hardware limitations of executing mul-
tiple circuits in parallel, we set the threshold 𝛿 to 0.2. All the five
benchmarks are able to be executed simultaneously on IBM Q 65
Manhattan. Partition fidelity difference is 0.18. Results show that
fidelity of simultaneous executions (QHSP) is decreased by 9.5%
compared to independent executions (PHA). Both fidelity and ad-
ditional gate number improvement of QHSP are more than 50%
compared to CDAP. The complete experimental results can be found
in Supplementary Note 5.

2.5.2 Result analysis.
For independent executions, algorithm PHA is always better than
HA due to two reasons: (1) The initial mapping of the two algo-
rithms is based on a random process. During the experiment, we
perform the initial mapping generation process ten times and select
the best one. However, for PHA, we first limit the random process
into a reliable and well-connected small partition space rather than
the overall hardware space used by HA. Therefore, with only ten
trials, PHA finds a better initial mapping. (2) We improve the map-
ping transition process of PHA, which can make a better selection
between SWAP and Bridge gate. HA is shown to be sufficient for
hardware with a small number of qubits for example a 5-qubit
quantum chip. If we want to map a circuit on large hardware, it is
better to first limit the search space into a reliable small partition
and then find the initial mapping. This qubit partition approach
can be applied to general qubit mapping problem for search space
limitation when large hardware is selected to map.

For simultaneous executions, QHSP performs better than CDAP
because of the following reasons: (1) CDAP constructs a hierarchy
tree according to the modularity-based FN community detection al-
gorithm [38]. The tree is constructed by calculating the modularity
of the overall hardware coupling graph. However, when allocating
a partition to a circuit, we focus on the topology and calibration
data inside of the partition, rather than the whole hardware. As
the number of partitions to allocate increases, the performance of
CDAP becomes worse. (2) CDAP only considers the SWAP gate to
realize the connection ignoring the Bridge gate, which can sig-
nificantly reduce the number of additional gates. (3) CDAP does
not consider the crosstalk effect. Although the X-SWAP scheme
used in CDAP can slightly reduce the number of additional gates,
it only works when the allocated partitions are close to each other,
which will increase the crosstalk effect. However, QHSP takes the
partition topology, error rate, and crosstalk effect into considera-
tion and can provide better partitions. QHSP uses almost the same
number of additional gates whereas fidelity is decreased less than
10% compared to PHA if the threshold is set to 0.1.

2.6 Application: Estimate the ground state
energy of deuteron

In order to demonstrate the potential interest to apply the multi-
programming mechanism to existing quantum algorithms, we in-
vestigated it on VQE algorithm. To do this, we performed the same
experiment as [17, 24] on IBM Q 65 Manhattan, estimating the
ground state energy of deuteron, which is the nucleus of a deu-
terium atom, an isotope of hydrogen.

Deuteron can be modeled using a 2-qubit Hamiltonian span-
ning four Pauli strings: 𝑍𝐼, 𝐼𝑍, 𝑋𝑋, and 𝑌𝑌 , [17, 24]. If we use the
naive measurement to calculate the state energy, one ansatz cor-
responds to four different measurements. Pauli operator grouping
has been proposed to reduce this overhead by utilizing simultane-
ous measurement [13, 24, 31]. For example, the Pauli strings can
be partitioned into two commuting families: {𝑍𝐼, 𝐼𝑍 } and {𝑋𝑋,𝑌𝑌 }
using the approach proposed in [24]. It allows one parameterized
ansatz to be measured twice instead of four measurements in naive
method.

We used a simplified Unitary Coupled Cluster ansatz with a
single parameter and three gates, as described in [17, 24]. The
algorithm configuration of this experiment is explained in Methods.
We applied our multi-programming method on the top of the Pauli
operator grouping approach (labeled as PG) [24]. We performed
this experiment twice across different days. For the first experiment,
the parallelism manager worked with the hardware-aware multi-
programming compiler to finally select ten circuits for simultaneous
execution without passing the fidelity threshold. It corresponds to
perform five optimisations (five different parameterized circuits) at
the same time (one parameterized circuit needs two measurements).
The selected ten circuits were passed to the scheduler to be executed
in parallel. The required circuit number is reduced by ten times
compared to PG. Note that, if we use the naive measurement, the
number of circuits needed will be reduced by a factor of 20. The
result is shown in Fig. 7a. The error rate is quite high for the two
executions, 29.7% for PG and 64.4% for multi-programming + PG.
The result of the second experiment is shown in Fig. 7b. In this case,
four optimisations (eight circuits) were selected to be executed at
the same time with respect to the fidelity threshold. The error rate
is 9.3% and 7% for the two methods. Applying multi-programming
can even improve the output fidelity. The huge fidelity difference
is due to the different calibration data of the device which are the
input of our multi-programming approach. The complete result of
the two experiments including hardware throughput is shown in
Fig. 7c.

3 DISCUSSION
In this article, we presented a multi-programming approach that al-
lows to execute multiple circuits on a quantum chip simultaneously
without losing fidelity. We introduced the parallelism manager and
fidelity metric to select optimally the number of circuits to be exe-
cuted at the same time. Moreover, we proposed a hardware-aware
multi-programming compiler which contains two qubit partition al-
gorithms taking hardware topology, calibration data, and crosstalk
effect into account to allocate reliable partitions to different quan-
tum circuits. We also demonstrated an improved simultaneous
mapping transition algorithm which helps to transpile the circuits
on quantum hardware with a reduced number of inserted gates.

We first executed a list of circuits of different sizes simultane-
ously and compared our algorithm with the state-of-the-art multi-
programming approach. Experimental results showed that our ap-
proach can outperform the state of the art in terms of both output
fidelity and the number of additional gates. Then, we investigated
our multi-programming approach on VQE algorithm to estimate
the ground state energy of deuteron, showing the added value of
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Figure 7: The estimation of the ground state energy of
deuteron under PG and muti-programming + PG. (a) Five op-
timisations with ten measurements. (b) Four optimisations with
eight measurements. (c) The complete result of the two experiments.
𝑛𝑐 is the number of simultaneous circuit number.

applying our approach to existing quantum algorithms. The multi-
programming approach is evaluated on IBM hardware, but it is
general enough to be adapted to other quantum hardware.

Based on the experimental result, we found that the main con-
cern with multi-programming mechanism is a trade-off between
output fidelity and the hardware throughput. For example, how
one can decide which programs to execute simultaneously and how
many of them to execute without losing fidelity. Here, we list sev-
eral guidelines to help the user to utilize our multi-programming
approach.
• Check the target hardware topology and calibration data.
The multi-programming mechanism is more suitable for a
relatively large quantum chip compared to the quantum
circuit and with low error rate.
• Choose appropriate fidelity threshold for post qubit partition
process. A high threshold can improve the hardware through-
put but lead to the reduction of output fidelity. It should be
set carefully depending on the size of the benchmark. For
benchmarks of small size that we used in experiments, it is
reasonable to set the threshold to 0.1.
• The number of circuits that can be executed simultaneously
will mainly depend on the fidelity threshold and the calibra-
tion data of the hardware.
• QHSP algorithm is suggested for the partition process due to
efficiency and GSP is recommended to evaluate the quality
of the partition algorithm. Using both algorithms, one can
explore which circuits can be executed simultaneously and
how many of them within the given fidelity threshold.

Quantum hardware development with more and more qubits
will enable execution of multiple quantum programs simultane-
ously and possibly a linchpin for quantum algorithms requiring
parallel sub-problem executions. Variational Quantum Algorithm

is becoming a leading strategy to demonstrate quantum advantages
for practical applications. In such algorithms, the preparation of
parameterized quantum state and the measurement of expecta-
tion value are realized on shallow circuits [51]. Taking VQE as an
example, the Hamiltonian can be decomposed into several Pauli
operators and simultaneous measurement by grouping Pauli op-
erators have been proposed in [13, 24, 31] to reduce the overhead
of the algorithm. Based on our experiment, we have shown that
the overhead of VQE can be further improved by executing several
sets of Pauli operators at the same time using multi-programming
mechanism.

For future work, we would like to apply our multi-programming
algorithm to other variational quantum algorithms such as VQLS
or VQC to enable the preparation of states in parallel and to reduce
the overhead of these algorithms. Moreover, in our qubit parti-
tion algorithms, we take the crosstalk effects into consideration
by characterizing them and adding them to the fidelity score of
the partition, which is able to avoid the crosstalk error in a high
level. There are some other approaches of eliminating the crosstalk
error in a cheaper way instead of performing SRB protocol, for
example using commutativity rules to reorder the simultaneous
gate operations [30, 37]. However, these methods have some chal-
lenges such as trading off between crosstalk and decoherence. More
interesting tricks for crosstalk mitigation need to be targeted for
simultaneous executions. In addition, not all the benchmarks have
the same circuit depth. Taking the time-dependency into consid-
eration, choosing the optimal combination of circuits of different
depth to run simultaneously can also be the focus of future work.

4 METHODS
4.1 Metrics
Here are the detailed explanations of the metrics that we use to
evaluate our algorithm.

(1) Probability of a Successful Trial (PST) [48]. This metric is
defined by the number of trials that give the expected result
divided by the total number of trials. The expected result is
obtained by executing the quantum circuit on the simulator.
To have a precise estimation of the PST, we execute each
quantum circuit on the quantumhardware for a large number
of trials (8192).

(2) Number of additional CNOT gates. This metric is related to
the number of SWAP or Bridge gates inserted. This metric
can show the ability of the algorithm to reduce the number
of additional gates.

(3) Trial Reduction Factor (TRF). Thismetric is introduced in [15]
to evaluate the improvement of the throughput thanks to
the multi-programming mechanism. It is defined as the ra-
tio of trials needed when quantum circuits are executed
independently to the trials that when they are executed si-
multaneously.

4.2 Algorithm configurations
Here, we consider the algorithm configurations of different multi-
programming and standalone mapping approaches. We select the
best initial mapping out of ten attempts for HA, PHA, GSP, and
QHSP. Weight parameter𝑊 in the cost function (Eq. 5) is set to 0.5
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Figure 8: IBM Q 27 Toronto topology and error rates.

and the size of the extended layer is set to 20. Parameters 𝛼1 and
𝛼2 are set to 0.5 respectively to consider equally the swap distance
and swap error rate. For the experiments of multiple different-size
circuits, the weight parameter 𝜆 of QHSP (Eq. 2) is set to 2 because of
the relatively large number of CNOT gates in benchmarks, whereas
for deuteron experiment, 𝜆 is set to 1 because of the small number of
CNOTs of the parameterized circuit. The threshold 𝛿 for post qubit
partition is set to 0.1 to ensure the multi-programming fidelity. Due
to the expensive cost of SRB, we perform SRB only on IBM Q 27
Toronto and collect the pairs with significant crosstalk effect. Only
the collected pairs are characterized and their crosstalk properties
are provided to the partition process. The experimental results
on IBM Q 65 Manhattan do not consider the crosstalk effect. For
each algorithm, we only evaluate the mapping transition process,
which means no optimisation methods like gate commutation or
cancellation are applied.

The algorithm is implemented in Python and evaluated on a PC
with 1 Intel i5-5300U CPU and 8 GB memory. Operating System
is Ubuntu 18.04. All the experiments were performed on the IBM
quantum information science kit (qiskit) [20] and the version used
is 0.21.0.

5 DATA AVAILABILITY
The source code of the algorithms used in this paper is available
on the Github repository [3].

6 SUPPLEMENTARY INFORMATION
6.1 Supplementary note - Hardware

information
Noise can cause several errors during the execution process such as
(1) coherence errors due to the fragile nature of qubits. The qubit
can only maintain information for a limited amount of time. (2)
Operational errors including gate errors and measurement errors
(readout errors). (3) Crosstalk errors that violate the isolated qubit
state due to operations on other qubits.

Supplementary Fig. 8 shows the hardware topology and the
calibration data of IBM Q 27 Toronto. We list the calibration data
of single-qubit error rate, CNOT error rate, and readout error rate.
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10 11 12

13 14 15 16 17 18 19 20 21 22 23

24 25 26

27 28 29 30 31 32 33 34 35 36 37

38 39 40
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Single qubit error rate: 2.561e−4 to 5.407e−3
CNOT error rate: 7.619e−3 to 4.638e−2
Readout error rate: 9.2e−3 to 1.118e−1

Figure 9: IBMQ 65Manhattan topology and calibration data.

Note that these errors are not constant and change at each re-
calibration of the chip, and IBM does not provide the statistics of
crosstalk error. The other device that we choose to evaluate our
algorithm is IBM Q 65 Manhattan. Its topology and calibration data
are shown in Supplementary Fig. 9. CNOT error rate is one order
of magnitude higher than their one-qubit counterparts. Moreover,
the readout error rate is of the same order of magnitude or higher
than CNOT error rate. In this paper, we only focus on CNOT error
rate and readout error rate because of the relatively low error rates
of one-qubit gates.

It is important to note that all the interconnects between qubits
as well as the reliability of qubit are not equal with respect to CNOT
error rate and readout error rate. Taking IBM Q 27 Toronto as an
example, the best CNOT gate has an error rate of 4.8 times lower
than the worst CNOT, and the most reliable qubit has a readout
error rate of 31.7 times lower than the worst qubit. Therefore, each
qubit cannot be treated equally, and we need to consider the error
difference between the links and qubits.

In this article, we mainly focus on IBM architectures. But the
proposed methods are general enough to be applied to any other
quantum chips that use the quantum-gate model of computation,
such as Google’s Sycamore [56] or Rigetti’s Aspen-8.

6.2 Supplementary note - Motivational
Example

To motivate the qubit partition problem, we execute two small
circuits QC1 and QC2 simultaneously on IBM Q 27 Toronto with
different partitions (Supplementary Fig. 10). CNOT error rate of each
link is shown in the figure and the unreliable links and qubits with
high readout error rates are highlighted in red. Both circuits have
five qubits with a different number of gates as listed in Supplemen-
tary Fig. 11.

There are two constraints to be considered when executing mul-
tiple circuits concurrently. First, each circuit should be allocated to
a partition containing reliable physical qubits. Allocated physical
qubits can not be shared among quantum circuits. Second, qubits
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Figure 10: A motivational example of qubit partition prob-
lem (error rate in %). (a) Partition without considering opera-
tional error. (b) Partition considering operational error without
considering crosstalk effect. (c) Partition considering both opera-
tional error and crosstalk effect.

can be moved only inside of their circuit partition, in other words,
qubits can be swapped within the same partition only. Thus, finding
reliable partitions for multiple circuits is an important step in the
multi-programming mapping problem.

We compare three partitions with the same topology to show
the impact of different error sources on the output fidelity: (1) Par-
tition P1 without considering the operational error (Supplementary
Fig. 10a). (2) Partition P2 only considering operational error with-
out the crosstalk effect (Supplementary Fig. 10b). (3) Partition P3
considering both operational error and crosstalk effect (Supplemen-
tary Fig. 10c). Note that the operational error includes CNOT error
and readout error. For illustration, we fix the partition of QC2 to

(a)

Benchmarks name n g P1 P2 P3
QC1 alu-v0 27 5 36 0.256 0.289 0.467
QC2 4mod5-v1 22 5 21 0.792 0.759 0.783
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Figure 11: Results of the motivational example. (a) Circuit
information and output fidelity results of different partitions. n:
qubit number. g: gate number of the circuit. (b) Output fidelity
results of different partitions.

{5, 8, 9, 11, 14} and only change the partition of QC1. It is important
to note that if we have different topologies, the fidelity of the circuit
will be different as well because the number of additional gates is
strongly related to the hardware topology.

Results in Supplementary Fig. 11b show that Partition P1 has the
lowest fidelity. Partition P2 considers operational error and selects
{0, 1, 2, 3, 4} with reliable qubits and links. However, it does not
consider the crosstalk effect. Since 𝑄3 is the neighour of 𝑄5, when
𝐶𝑋2,3 and𝐶𝑋5,8 are executed at the same time, they can affect each
other and violate the qubit state. Partition P3 includes {1, 4, 6, 7, 10}
and considers both operational error and crosstalk effect. P3 does
not have the crosstalk effect and is slightly better than P2 in terms
of the operational error, however, the output fidelity of QC1 is
increased by 61.6%.

6.3 Supplementary note - Qubit Partition
In this note, we first demonstrate the pseudo-code of GSP algorithm.
Then, we show an example of QHSP algorithm and its pseudo-code.
Finally, we explain the runtime analysis of the two algorithms in
detail.

6.3.1 Greedy sub-graph partition algorithm.
The pseudo-code of GSP is shown in Algorithm 1.

6.3.2 Qubit fidelity degree-based heuristic sub-graph partition algo-
rithm.
Supplementary Fig. 12 shows an example of applying QHSP on IBM
Q 5 Valencia (5-qubit ibmq_valencia) [55] for a four-qubit circuit.
The calibration data of IBM Q 5 Valencia, including readout error
rate and CNOT error rate is shown in Supplementary Fig. 12a. The
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Algorithm 1: GSP algorithm
input :Quantum circuit 𝑄𝐶 , Coupling graph 𝐺 ,

Calibration data 𝐶 , Crosstalk properties
crosstalk_props, Used_qubits 𝑞used

output :A list of candidate partitions sub_graph_list

1 begin
2 qubit_num← 𝑄𝐶 .qubit_num;
3 Set sub_graph_list to empty list;
4 for sub_graph ∈ combinations (𝐺 , qubit_num) do
5 if sub_graph is connected then
6 if 𝑞used is empty then
7 sub_graph.Set_Partition_Score (𝐺 , 𝐶 ,

𝑄𝐶);
8 sub_graph_list.append (sub_graph);
9 end

10 if no qubit in sub_graph is in 𝑞used then
11 crosstalk_pairs← Find_Crosstalk_pairs

(sub_graph, crosstalk_props, 𝑞used);
12 sub_graph.Set_Partition_Score (𝐺 , 𝐶 ,

𝑄𝐶 , crosstalk_pairs);
13 sub_graph_list.append (sub_graph);
14 end
15 end
16 end
17 return sub_graph_list;
18 end

fidelity degree of qubit calculated by Eq. 2 is shown in Supplemen-
tary Fig. 12c. Here, we consider a circuit of medium size and set 𝜆
to two. Suppose the largest logical degree is three. Therefore, 𝑄1
is selected as the starting point since it is the only physical qubit
that has the same physical node degree as the largest logical de-
gree. It has three neighbour qubits: 𝑄0, 𝑄2, and 𝑄3. 𝑄3 is merged
into the sub-partition because it has the highest fidelity degree
among neighbour qubits. The sub-partition becomes {𝑄1, 𝑄3}. As
the fidelity degree of 𝑄1 is larger than 𝑄3, the algorithm will se-
lect again the left neighbour qubit with the largest fidelity degree
of 𝑄1, which is 𝑄0. The sub-partition becomes {𝑄1, 𝑄3, 𝑄0}. 𝑄1 is
still the qubit with the largest fidelity degree in the current sub-
partition, its neighbour qubit –𝑄2 is merged. The final sub-partition
is {𝑄1, 𝑄3, 𝑄0, 𝑄2} and it can be considered as a partition candidate.
The merging process is shown in Supplementary Fig. 12b.

The pseudo-code of QHSP is shown in Algorithm 2.

6.3.3 Runtime analysis.
Let 𝑛 be the number of hardware qubits and 𝑘 the number of qubits
in the circuit to be allocated in a partition. GSP algorithm selects
all the combinations of 𝑘 subgraphs from 𝑛-qubit hardware and
takes 𝑂 (𝐶 (𝑛, 𝑘)) time, which is 𝑂 (𝑛 𝑐ℎ𝑜𝑜𝑠𝑒 𝑘). For each subgraph,
it computes its fidelity score including calculating the longest short-
est path, which scales at 𝑂 (𝑘3). It ends up being equivalent to
𝑂 (𝑘3𝑚𝑖𝑛(𝑛𝑘 , 𝑛𝑛−𝑘 )). In most cases, the number of circuit qubits is

Algorithm 2: QHSP algorithm
input :Quantum circuit 𝑄𝐶 , Coupling graph 𝐺 ,

Calibration data 𝐶 , Crosstalk properties
crosstalk_props, Used_qubits 𝑞used, Starting points
starting_points

output :A list of candidate partitions sub_graph_list

1 begin
2 circ_qubit_num← 𝑄𝐶 .qubit_num;
3 Set sub_graph_list to empty list;
4 for i ∈ starting_points do
5 Set sub_graph to empty list;
6 qubit_num← 0;
7 while qubit_num < circ_qubit_num do
8 if sub_graph is empty then
9 sub_graph.append (i);

10 qubit_num← qubit_num + 1 ;
11 continue;
12 end
13 best_qubit← find_best_qubit (sub_graph, 𝐺 ,

𝐶);
14 if best_qubit ≠ None then
15 sub_graph.append (best_qubit);
16 qubit_num← qubit_num + 1 ;
17 continue;
18 end
19 end
20 if len (sub_graph) = circ_qubit_num then
21 if 𝑞used is empty then
22 sub_graph.Set_Partition_Error (𝐺 , 𝐶 ,

𝑄𝐶 ,);
23 sub_graph_list.append (sub_graph);
24 end
25 if no qubit in sub_graph is in 𝑞used then
26 crosstalk_pairs← Find_Crosstalk_pairs

(sub_graph, crosstalk_props, 𝑞used);
27 sub_graph.Set_Partition_Error (𝐺 , 𝐶 ,

𝑄𝐶 , crosstalk_pairs);
28 sub_graph_list.append (sub_graph);
29 end
30 end
31 end
32 return sub_graph_list;
33 end

less than the number of hardware qubits, thus the time complex-
ity becomes 𝑂 (𝑘3𝑛𝑘 ). It increases exponentially as the number of
qubits of the circuit augments.

QHSP algorithm starts by collecting a list of𝑚 starting points
where 𝑚 ≤ 𝑛. To get the starting points, we sort the 𝑛 physical
qubits by their physical node degree, which takes𝑂 (𝑛𝑙𝑜𝑔(𝑛)). Then,
we iterate over all the gates of the circuit (e.g. circuit has𝑔 gates) and
sort the 𝑘 logical qubits according to the logical node degree, which
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{Q1}

{Q1, Q3}

{Q1, Q3, Q0}

{Q1, Q3, Q0, Q2}

(c)

Qubit Q0 Q1 Q2 Q3 Q4

Fidelity degree 1.96 3.93 1.95 2.94 1.97
Physical node degree 1 3 1 2 1

Figure 12: Example of qubit partition on IBM Q 5 Valencia
for a four-qubit circuit using QHSP. Suppose the largest logical
degree of the target circuit is three. (a) Calibration data of IBM Q 5
Valencia. The value inside of the node represents the readout error
rate (in%), and the value above the link represents the CNOT error
rate (in%). (b) Process of constructing a partition candidate using
QHSP. (c) The physical node degree and the fidelity degree of each
qubit calculated by Eq. 2.

takes 𝑂 (𝑔 + 𝑘𝑙𝑜𝑔(𝑘)). Next, for each starting point, it iteratively
merges the best neighbour qubit until each sub-partition contains
𝑘 qubits. To find the best neighbour qubit, the algorithm finds the
best qubit in a sub-partition and traverses all its neighbours to se-
lect the one with the highest fidelity degree. Finding the best qubit
in the sub-partition is 𝑂 (𝑝) where 𝑝 is the number of qubits in a
sub-partition. The average number of qubits 𝑝 is 𝑘/2, so this process
takes 𝑂 (𝑘) time on average. Finding the best neighbour qubit is
𝑂 (1) because of the nearest-neighbor connectivity of superconduct-
ing devices. Overall, the QHSP takes𝑂 (𝑚𝑘2+𝑛𝑙𝑜𝑔(𝑛) +𝑔+𝑘𝑙𝑜𝑔(𝑘))
time, and it can be truncated to𝑂 (𝑚𝑘2 +𝑛𝑙𝑜𝑔(𝑛) +𝑔), which is poly-
nomial.

6.4 Supplementary note - Mapping Transition
Algorithm

In this note, we present the pseudo-code of our simultaneous map-
ping transition algorithm (see Algorithm 3).

6.5 Supplementary note - Experimental results
In this note, we demonstrate the exact experimental results when
executing a different number of circuits on the two devices, IBM Q
27 Toronto and IBM Q 65 Manhattan, at the same time.
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Table 2: Comparison of fidelity when executing two circuits simultaneously on IBM Q 27 Toronto.

Benchmarks Independent Correlated Comparison
ID HA PHA CDAP QHSP GSP ∆PST %

ID1 ID2 PST1 PST2 Avg PST1 PST2 Avg PST1 PST2 Avg PST1 PST2 Avg t PST1 PST2 Avg t Indp. Corr.
1 1 0.571 0.558 0.565 0.686 0.676 0.681 0.597 0.506 0.552 0.675 0.641 0.658 0.009 0.641 0.682 0.662 0.4 20.6 19.3
1 2 0.334 0.75 0.542 0.661 0.789 0.725 0.522 0.585 0.554 0.69 0.789 0.74 0.012 0.69 0.789 0.74 7.4 33.8 33.6
1 3 0.547 0.412 0.48 0.687 0.591 0.639 0.616 0.487 0.552 0.619 0.552 0.586 0.007 0.619 0.552 0.586 7.4 100 6.2
1 4 0.476 0.45 0.463 0.574 0.642 0.608 0.562 0.158 0.36 0.626 0.647 0.637 0.016 0.626 0.647 0.637 7.4 31.3 76.8
1 5 0.495 0.445 0.47 0.673 0.582 0.628 0.561 0.437 0.499 0.647 0.511 0.579 0.012 0.647 0.511 0.579 1.6 33.5 16
2 2 0.647 0.53 0.589 0.78 0.775 0.778 0.567 0.426 0.5 0.808 0.591 0.7 0.006 0.808 0.591 0.7 14.4 32.1 40.9
2 3 0.428 0.304 0.366 0.787 0.626 0.707 0.635 0.602 0.619 0.764 0.529 0.647 0.013 0.764 0.529 0.647 15 93 4.5
2 4 0.561 0.607 0.584 0.791 0.645 0.718 0.483 0.431 0.457 0.788 0.467 0.628 0.008 0.788 0.467 0.628 14.7 23 37.3
2 5 0.573 0.311 0.442 0.796 0.568 0.682 0.534 0.506 0.52 0.774 0.531 0.653 0.006 0.774 0.531 0.653 8.7 54.3 25.5

Avg: average of PSTs. t: runtime in seconds of the partition process. ∆PST : comparison of average fidelity.

Table 3: Comparison of number of additional gates when executing two circuits simultaneously on IBM Q 27 Toronto.

Benchmarks Independent Correlated Comparison
ID HA PHA CDAP QHSP ∆g%

ID1 ID2 g1 g2 Sum g1 g2 Sum g g Indp. Corr.
1 1 12 12 24 12 12 24 42 24 0 42.9
1 2 12 9 21 12 6 18 42 18 14.3 57.1
1 3 12 15 27 12 15 27 57 27 0 52.6
1 4 12 24 36 12 24 36 48 33 0 31.3
1 5 12 18 30 12 18 30 60 30 0 50
2 2 6 12 18 6 6 12 42 15 33.3 64.3
2 3 9 15 24 6 15 21 51 18 12.5 64.7
2 4 9 24 33 6 21 27 54 27 18.2 50
2 5 6 18 24 6 18 24 57 24 0 57.9

g: number of additional gates. Sum: sum of number of additional gates. ∆g : comparison of sum of number of additional gates.

Table 4: Comparison of fidelity when executing three circuits simultaneously on IBM Q 65 Manhattan.

Benchmarks Independent Correlated Comparison
ID HA PHA CDAP QHSP ∆PST %

ID1 ID2 ID2 PST1 PST2 PST3 Avg PST1 PST2 PST3 Avg PST1 PST2 PST3 Avg PST1 PST2 PST3 Avg t Indp. Corr.
1 2 3 0.61 0.566 0.624 0.6 0.651 0.624 0.555 0.61 0.566 0.57 0.177 0.438 0.609 0.526 0.714 0.616 0.047 1.7 40.8
1 2 4 0.521 0.683 0.289 0.5 0.637 0.703 0.48 0.607 0.163 0.624 0.131 0.306 0.559 0.708 0.531 0.599 0.048 21.9 95.9
1 2 5 0.627 0.725 0.368 0.573 0.623 0.653 0.487 0.588 0.15 0.466 0.233 0.283 0.609 0.592 0.528 0.576 0.047 2.5 103.7
2 3 4 0.644 0.434 0.389 0.489 0.631 0.566 0.544 0.58 0.547 0.156 0.211 0.305 0.633 0.565 0.498 0.565 0.04 18.7 85.6
2 3 5 0.689 0.617 0.488 0.598 0.585 0.542 0.486 0.538 0.548 0.276 0.237 0.354 0.7 0.528 0.34 0.523 0.04 -10 47.8

Avg: average of PSTs. t: runtime in seconds of the partition process. ∆PST : comparison of average fidelity.

Table 5: Comparison of number of additional gates when executing three circuits simultaneously on IBM Q 65 Manhattan.

Benchmarks Independent Correlated Comparison
ID HA PHA CDAP QHSP ∆g%

ID1 ID2 ID2 g1 g2 g3 Sum g1 g2 g3 Sum g g Indp. Corr.
1 2 3 12 12 12 36 12 6 12 30 75 30 16.7 60
1 2 4 12 9 21 42 12 6 18 36 69 36 14.3 47.8
1 2 5 12 9 18 39 12 6 18 36 78 36 7.7 53.8
2 3 4 9 15 18 42 6 12 18 36 84 39 14.3 53.6
2 3 5 9 15 18 42 9 12 18 39 93 36 7.1 61.3

g: number of additional gates. Sum: sum of number of additional gates. ∆g : comparison of sum of number of additional gates.
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Table 6: Comparison of fidelity when executing four circuits simultaneously on IBM Q 65 Manhattan.

Benchmarks Independent Correlated Comparison
ID HA PHA CDAP QHSP ∆PST %

ID1 ID2 ID2 ID3 PST1 PST2 PST3 PST4 Avg PST1 PST2 PST3 PST4 Avg PST1 PST2 PST3 PST4 Avg PST1 PST2 PST3 PST4 Avg t Indp. Corr.
1 2 3 4 0.512 0.622 0.486 0.35 0.493 0.588 0.644 0.572 0.443 0.562 0.145 0.625 0.383 0.283 0.359 0.443 0.747 0.542 0.443 0.544 0.06 14.1 51.5
1 2 3 5 0.44 0.644 0.608 0.203 0.474 0.648 0.638 0.561 0.491 0.585 0.157 0.619 0.511 0.475 0.441 0.612 0.645 0.581 0.373 0.553 0.058 23.4 25.5
1 3 4 5 0.6 0.542 0.228 0.289 0.415 0.592 0.504 0.497 0.404 0.499 0.123 0.608 0.468 0.145 0.336 0.557 0.53 0.32 0.426 0.458 0.058 20.4 36.4
2 3 4 5 0.643 0.544 0.287 0.278 0.438 0.699 0.53 0.525 0.465 0.555 0.271 0.489 0.154 0.138 0.263 0.691 0.477 0.492 0.369 0.507 0.048 26.7 92.9

Avg: average of PSTs. t: runtime in seconds of the partition process. ∆PST : comparison of average fidelity.

Table 7: Comparison of number of additional gates when executing three circuits simultaneously on IBM Q 65 Manhattan.

Benchmarks Independent Correlated Comparison
ID HA PHA CDAP QHSP ∆g%

ID1 ID2 ID2 ID4 g1 g2 g3 g4 Sum g1 g2 g3 g4 Sum g g Indp. Corr.
1 2 3 4 12 9 15 24 60 12 9 15 18 54 102 51 10 50
1 2 3 5 12 9 15 12 48 12 6 12 18 48 114 51 0 55.3
1 3 4 5 12 15 18 18 63 12 12 18 18 60 129 60 4.8 53.5
2 3 4 5 6 15 21 18 60 6 15 18 18 57 126 54 5 57.1

g: number of additional gates. Sum: sum of number of additional gates. ∆g : comparison of sum of number of additional gates.
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