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Abstract. Assembly is a fundamental task in genome sequencing, and many assemblers have been

made available in the last decade. Because of the wide range of possible choices, it can be hard to

determine which tool or parameter to use for a specific genome sequencing project. In this paper, we

propose a consensus approach that takes the best parts of several contigs datasets produced by different

methods, and combines them into a better assembly. This amounts to orienting and ordering sets of

contigs, which can be viewed as an optimization problem where the aim is to find an alignment of two

fragmented strings that maximizes an arbitrary scoring function between matched characters. In this

work, we investigate the computational complexity of this problem. We first show that it is NP-hard,

even in an alphabet with only two symbols and with all scores being either 0 or 1. On the positive side,

we propose an efficient, quadratic time algorithm that achieves approximation factor 3.

Keywords: B.2.4.a Algorithms, F.2 Analysis of Algorithms and Problem Complexity, L.3.0.j.
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1 Introduction

Assembling genomes is a notorious problem in reconstructing the genetic content of species,

a fundamental task in understanding the biology of present and past organisms. Whole

genome assembly has already been difficult to address in the last decades, but recent trends

in metagenome assembly offer even deeper challenges. There exist many generic software to

transform high throughput sequencing data into genomic sequences, and several algorithmic
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and heuristic approaches have been implemented, each intended to perform best on different

kinds of sequencing data. This includes, for instance, the proprietary CLC suite, very popular

among biologists, or the De Bruijn Graphs based tools MetaSPADES [1], MegaHit [2], Vel-

vet [3], ABySS [4] or IDBA-UD [5]. Other tools are based on the overlap-layout-consensus,

which use all-against-all alignments and overlap graphs, and include SGA [6] and Edena [7].

A survey on recent methods can be found in [8].

When faced with the plethora of available options, the following question is inevitably

raised: which tool is the best to assemble a particular dataset? Performing assembly using

a selection of multiple software can be informative, but also raises the issue of choosing the

best sets of contigs inferred by each approach. An interesting option is to take the best parts

of all assemblies and combine them into a better one. This can be especially useful when

assembling metagenomic datasets, since different tools are more likely to produce different

contigs (see e.g. [9, 10]). In this paper, we address the problem of creating a consensus from

multiple assemblies obtained from different methods. The main idea of our approach is that

if two contigs partially overlap, they might belong to the same genomic segment and we

should merge them. Of course, several conflicting overlaps may arise, and so we must align

contigs according to some scoring function. We are interested in the algorithmic complexity

aspects of this problem.

Genome assembly in a nutshell. We focus here on second and third generation of sequenc-

ing data, respectively called short and long reads. Short reads contain hundreds of bases,

offer generally high coverage depth, and are usually paired-end reads (issued from ampli-

fied fragments that each generating two reads). Long reads contain thousands of bases and

come from single-end technologies [11]. Assembly tools are usually tailored for one specific

type of read, although hybrid approaches have recently been developed (e.g. [12]). From an

algorithmic point of view, the k-mer approaches use the De Bruijn Graph of the reads, in

which consecutive overlaps lead to long paths that represent contigs. Because the value of k

is typically small, the generated contigs tend to be shorter but more accurate, and are useful
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for short reads [13]. Methods based on the assembly graph also work with overlaps, but result

in longer contigs since they keep entire reads instead of splitting them into k-mers [14]. One

downside of these approaches is that they are prone to chimeric reads. In a metagenomic

context, several subspecies from a common environment are sequenced and the origin of each

read is difficult to determine [15], which leads to even more discrepancies between the contigs

inferred by distinct methods. The fact that various approaches have different strengths and

weaknesses motivates the need for consensus methods.

State of the art. Comparison of sequences at the genome level usually involves multiple

alignment, which have been shown useful for aligning whole genomes of scaffolds [16]. At the

contig level, the quantity of small sequences and the lack of order among contigs makes the

multiple alignment approach inappropriate. One of the first standard tools suite to compare

sets of sequences at the contig level is CD-HIT, which performs a pairwise comparison fol-

lowed by a clustering step [17]. Clusters are useful when grouping similar sequences together,

but miss partially overlapping contigs and ignore the fact that several contigs of one dataset

may be required to “cover” each other (see Figure 1). Assembly consensus has also been

called assembly reconciliation in the literature [18]. Several methods have been published

in the last decade, although many of them are designed for specific groups of species [19–

21] or assume knowledge of a reference assembly [22, 23]. Other general-purpose consensus

software exist [19, 24] but to our knowledge, they are based on heuristic approaches, have

not formulated clear optimization criteria for assembly consensus and have not focused on

the complexity aspects. The closest to our work is [25], where the authors propose a pre-

cise formulation of the problem of fragmented sequence alignment. This is analogous to our

contig consensus problem, although this work was motivated by human and mouse genome

comparisons, whereas our input contigs are from the same genome. The authors do provide

a 3-approximation that may be adapted to produce a consensus. However, their algorithm is

based on local search and, although it is shown to terminate in polynomial time, it is difficult
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to determine its exact complexity. We estimate that it runs in at least Ω(|M|6) time, where

M is the set of pairs of substrings that can possibly be matched.

Dataset C

Dataset B

Dataset A

Fig. 1. Three datasets with various sizes of contigs. Dataset A has a long contig, Dataset B gives smaller contigs and
Dataset C is intermediary. A clustering using sequence similarity does not catch the fact that each of these datasets
represents the same information.

Contributions. We formalize the contig consensus problem : given several contigs datasets,

all issued from a same sequencing dataset but assembled by different tools, we want to orient

and align the contigs while maximizing a given scoring function. We want to know which

contigs and sets of contigs are “the same”. For instance, a long contig produced by the tool

A may be “the same as” a set of fragmented contigs produced by the tool B. Chimeric or

erroneous contigs complicate this process, so instead of finding substrings that match exactly,

we aim to maximize a scoring function. We focus on two datasets in this paper. Though we

denote by ”aligning two assemblies” the proposal of this consensus, this is not reducible to

a multiple alignment problem. Indeed, multiple alignment aims, given a set of contigs, to

align them together, our goal here is to offer the possibility to use several contigs to cover

another one or having several sets of contigs to produce the same sequence, and find the best

combination of contigs in each dataset, in this purpose. See Figure 2 for an example.

We show that aligning two assemblies optimally is NP-complete, even in the most re-

stricted settings where the alphabet is binary and the scores between characters are 0 or

1. We also describe a 3-approximation that runs in time O(|M|2) on any scoring function,

where again M is the set of matchable substrings. This is a significant improvement on the

local search complexity of [25], making our approach is usable in practice on large assem-

blies. The algorithm introduces novel ideas by taking the best of three sub-problems and
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A = {AAATCT, TAAC,GGGTCC,ACAG},B = {CCTAACA,CTGGGT,CAG,AAAT}

A

B

Consensus

AAATCT GGGTCC TAAC ACAG

AAAT CTGGGT CCTAACA CAG

AAATCTGGGTCCTAACACAG

Fig. 2. Two sets of contigs representing the same sequence. Set A and B represent contigs issued from two different
aligners. On the left, the output of a multiple aligner. On the right, the desired assemblies consensus.

representing matches in a graph admitting a so-called bisimplicial elimination orderings. For

better readability, proofs has been moved to appendix.

2 Notation and Problem Description

We write [i] = {1, . . . , i} and [i, j] = {i, i + 1, . . . , j}. For a string w, we write w[p] for the

p-th character of w. We let wr denote the reverse of w.

Let W = {w1, . . . , wn} be a set of strings. We write W r = {wr : w ∈ W} for the set

of reversed strings. A W -assignment is a pair of function (ρ, φ) where ρ : W → N and

φ : W → {f, r}. Here, ρ assigns a position to each string, and φ an orientation (f stands for

forward, r for reverse). The interval occupied by w ∈ W is denoted Iρ(w) := [ρ(w), ρ(w) +

|w| − 1]. We require that no two distinct wi, wj ∈ W overlap, i.e. Iρ(wi) ∩ Iρ(wj) = ∅. Let

A(W ) be the set of all possible W -assignments.

For w ∈ W and k ∈ Iρ(w), we say that character w[k − ρ(w) + 1] occupies position k if

φ(w) = f , and that wr[k − ρ(w) + 1] occupies position k if instead φ(w) = r. If there is no

character that occupies position k, then we say that λ occupies position k, where λ is a null

symbol. Let Cρ,φ(k) denote the character that occupies position k with respect to ρ and φ

(note that this character is unique).

In the contig alignment problem, we are given two sets of strings S = {s1, . . . , sn} and

T = {t1, . . . , tm}, along with a scoring function σ : Σ×Σ → N, where Σ is the alphabet. We
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will assume that σ is symmetric, and that σ(λ, x) = σ(x, λ) = 0 for any x ∈ Σ. Our goal is

to find an S-assignment and a T -assignment that maximizes the score of matched positions.

Maximum String Matching

Input: two sets of strings S and T , a scoring function σ : Σ ×

Σ → N

Find: an S-assignment (ρ, φ) and a T -assignment (ρ′, φ′) that

maximizes

∞∑
k=1

σ(Cρ,φ(k), Cρ′,φ′(k)).

More concretely, it is not necessary to assign positions up to infinity. We may assume

that no position matches two λ characters, which bounds the maximum position occupied

to the sum of lengths of S and T strings.

Note that Veeramachaneni et al. showed in [25] that a version of our problem that allows

gaps in the alignment is MAX-SNP-hard, if allowed an arbitrary alphabet. The hardness

results on binary alphabets for Maximum String Matching, presented in the following,

can be adapted for this problem.

3 Computational Hardness

In this section, we show that Maximum String Matching is NP-hard even in the most

restricted setting, which is when Σ is binary and the σ costs are 0 or 1. Moreover, our

hardness result holds even if, in addition, each string is symmetric, i.e. w = wr for each

w ∈ S ∪ T , thereby removing the problem of orienting contigs. We build a reduction from

3-Partition defined as follows.
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3-Partition Problem

Input: A multiset N of 3m positive integers and an integer n.

Find: A partition of N into m triples such that all triples have

the same sum n.

In [26], it is shown that 3-Partition is NP-complete even if, for every integer i ∈ N , we

have n/4 < i < n/2.

Construction 1. Let N = {x1, . . . , x3m} be a multiset of 3m positive integers such that

the sum of its integer is equal to m × n. We construct an instance of Maximum String

Matching over the alphabet {α, β} as follows.

– For each integer xi, we add a string sxi into S composed by exactly xi characters α.

– We construct m strings t1, . . . , tm in T such that for each i ≤ m, |ti| = n + 2 and

t[1] = t[n+ 2] = β, whereas t[j] = α for each j ∈ {2, . . . , n+ 1}.

β α α α α α α β β α α α α α α β

α α α α α α α α α α α α

0 5 10 15

Fig. 3. Example of an instance produced by Construction 1 from the multiset N = {3, 2, 2, 2, 2, 1}

An example of an instance produced by the previous construction is depicted in Figure 3.

For each ti ∈ T , we call the interval ti[2, n+1] an α-interval. The idea of the reduction is the

following: if we manage to construct an assignment with score m × n, then its means that

every α-interval is entirely covered with three strings (sxi , sxj , sxk). Since the sum of xi, xj

and xk is equal to n, we can construct the triple (xi, xj, xk) into the solution. It leads us to

the following result.

Theorem 1. Maximum String Matching is NP-hard even on symmetric strings on

binary alphabets and σ costs in {0, 1}.
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Proof. Let N = {x1, . . . , x3m} be a multiset of 3m positive integers such that each integer is

strictly between n
4

and n
2
. Let S, T be the sets of strings produced by Construction 1.

First note that 3-Partition is strongly NP-complete, meaning that even if the maximum

value in N is bounded by a polynomial function in the input size, the problem remains NP-

complete. In that case, string lengths in S and T are also bounded by a polynomial function

in the input size of 3-Partition. Thus S and T can be built in polynomial time.

It remains to show that N is a yes-instance of 3-Partition Problem if and only if the

instance resulting from Construction 1 admits an assignment with score m× n.

“⇒” Let {N1, . . . , Nm} be a partition of N that is a solution for the 3-Partition Problem.

We construct an S-assignment (ρ, φ) and a T -assignment (ρ′, φ′) as follows. First note

that since each string of S and T are symmetric (i.e. w = wr), the orientation is irrelevant

and it only suffices to assign a position for each string. For each i ≤ m, we set ρ′(ti) =

i(n + 2) + 1. For the S-assignment, we place the strings corresponding to the three

integers of Ni alongside the α-intervals of ti without space between them. Formally, let

Ni = (xj, xk, x`). We set ρ(sxj) = ρ′(ti) + 1, ρ(sxk) = ρ(sxj) +xj and ρ(sx`) = ρ(sxk) +xk.

Since xj + xk + x` = n, the α-interval of ti is entirely covered and ti has score n. Thus,

we construct an assignment with score m× n.

“⇐” Consider an assignment with scorem×n for S and T . We construct a partition {N1, . . . , Nm}

as follows. First, note that since there are exactly m× n α-characters in both S and T ,

each S-string must be positioned over a unique α-interval since otherwise a α-character of

S would not match with another α-character of T . And in that case the score m× n can

not be reached. Further, since each integer is strictly between n/4 and n/2, then the length

of any string in S is also strictly between n/4 and n/2. Thus for each ti ∈ T , the α-interval

of ti intersects with exactly three strings sxj , sxk and sx` such that |sxj |+ |sxk |+ |sx`| = n.

We can then add the triple Ni = (xj, xk, x`) in the partition.
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4 Quadratic-time Approximation Algorithm

In the rest of this paper, we devise an approximation algorithm for Maximum String

Matching. Our first goal is to reduce the problem to that of matching substrings of S

and T . A similar technique was used in [25]. Before presenting the algorithm, we need to

introduce some additional notions.

4.1 Reduction to string matches

We extend the scoring function σ to strings as follows: for strings s and t of the same length

l, we define σ(s, t) =
∑l

i=1 σ(s[i], t[i]).

Let s ∈ S ∪ Sr and t ∈ T ∪ T r. Consider two substrings s[i..j] and t[p..q] of s and t,

respectively. If these two substrings were matched in a solution, their contribution to the score

would be σ(s[i..j], t[p..q]). We reformulate the problem as one of finding a set of maximum

score matches that can be part of a solution. This reformulation is somewhat more technical,

but more convenient to work with.

A string-interval of w is a triple I = [w, i, j] in which w is a string, 1 ≤ i < j ≤ |w|. The

triple [w, i, j] can be thought of as the w[i..j] substring, but with the additional information

that it originates from w (so two equal substrings are considered different if they originate

from different strings). We say that two string-intervals [w, i, j] and [w′, p, q] intersect if

and only if w = w′ and [i, j] ∩ [p, q] 6= ∅. Given two string-intervals I = [w, i, i + k] and

J = [w′, j, j + k] of the same length, we define σ(I, J) = σ(w[i..i+ k], w′[j..j + k]).

Let s ∈ S ∪ Sr and t ∈ T ∪ T r. We say that a pair of string-intervals

(I, J) = ([s, i, i+ k], [t, j, j + k])

of the same length is a match. The length of such a match is k + 1.

We distinguish four types of matches that can occur in a solution:

– we match a prefix of s with a suffix of t: i = 1 and j + k = |t|;
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A A T C G A G C C C G C T T A C

C C A A A T A G G C C T A C A C C

0 5 10 15 20

t1

s1 s2 s3

Fig. 4. Assume unit scores for matching identical characters. Example of matches: ([s1, 4, 8], [t1, 1, 5]) is a suffix match
of score 4, ([s2, 1, 3], [t1, 7, 9]) is a full match of score 3 and ([s3, 1, 3], [t1, 14, 16]) is a prefix match of score 3.

– we match a suffix of s with a prefix of t: i+ k = |s| and j = 1;

– we match all of s into t: i = 1 and i+ k = |s|;

– we match all of t into s: j = 1 and j + k = |t|.

The first type of match is called a prefix match, the second type is called a suffix match,

and the last two are called full matches (see Figure 4). If (I, J) is of one of the first three

types, we say that (I, J) matches s into t, and otherwise it matches t into s. Note that a

full match could also be a prefix and/or suffix match, since a string is a prefix and suffix of

itself.

Conflicting matches. Two matches (I, J) = ([s1, i, i + k], [t1, j, j + k]) and (I ′, J ′) =

([s2, p, p+ r], [t2, q, q + r]) are in conflict if at least one of the following conditions holds:

– I intersects with I ′ or J intersects with J ′;

– s1 = sr2, or t1 = tr2.

That is, we forbid matches that overlap, and we forbid matching a substring of s and a

substring of sr, forcing us to choose only one orientation.

We need to define an auxiliary graph to define what we consider as a compatible set

of matches. Let M be a set of matches. it would be intuitive to construct a graph with

vertex set M, adding an edge between conflicting matches, and finding a maximum weight

independent set. This does not quite work, as there are examples in which this approach

ends up assigning both a contig and its reverse. The auxiliary graph we need is actually used

to determine when such an independent set is valid or not.
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More precisely, let M′ ⊆ M be a subset of matches in which no two matches are in

conflict. Construct a directed graph D(M′) = (S ∪ T,E) in which the vertices are the input

strings. For s ∈ S and t ∈ T , we add the arc (s, t) to E if M′ contains a suffix match from

either s or sr into t or tr. We also add an arc (t, s) ifM′ contains a prefix match from either

s or sr into t or tr.

In what follows, the score of a set of matches M′ is the sum of scores of the matches in

M′.

Theorem 2. Let S, T and σ be an instance of Maximum String Matching, and let M

be the set of all possible prefix, suffix and full matches between S and T . Then there exists

an S- and T -assignment of score ` if and only if there exists M′ ⊆ M of score ` such that

no two matches of M′ are in conflict, and such that D(M′) is acyclic.

We have established that one strategy to solve Maximum String Matching is to list

all the possible matches, and then to find a subsetM′ satisfying the above. Note that instead

of listing all the matches, another idea would be to run BLAST to retain only significant

hits between the S and T strings, and maximize those matches only. This might not always

yield the absolute best solution, but would certainly accelerate the process. The next lemma

describes the total number of matches if they are all listed, and may be helpful in determining

when it is necessary to rely on BLAST-type heuristics.

Lemma 1. Let S, T and σ be an instance of Maximum String Matching. Then the

number of possible prefix, suffix and full matches is O(|S| · `(T ) + |T | · `(S)), where `(S)

(resp. `(T )) is the sum of lengths of the strings in S (resp. T ).

4.2 Algorithm Description

We now describe an O(|M|2) time 3-approximation for the problem of finding a maximum

weight conflict-free subsetM′ ⊆M such that D(M′) is acyclic. One of the main challenges

is to avoid cycles in D(M′) while forming matches. Our idea is to restrict the problem to

subsets of matches that are guaranteed to avoid cycles. Algorithm 1 describes the high-level
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approach. In the subsequent sections, we will detail how each portion can be approximated

efficiently.

1 function main(M)
2 Let M1 ⊆M be the set of matches that are either:
3 - a prefix match involving some s ∈ S
4 - a suffix match involving some sr ∈ Sr
5 - a full match
6 Compute a solution M′

1 to the instance M1

7 Let M2 ⊆M be the set of matches that are either:
8 - a suffix match involving some s ∈ S,
9 - a prefix match involving some sr ∈ Sr, or

10 - a full match.
11 Compute a solution M′

2 to the instance M2

12 Let M3 ⊆M be the set of prefix and suffix matches
13 Compute a solution M′

3 to the instance M3

14 Return the maximum score solution among M′
1,M′

2 and M′
3

Algorithm 1: Main approximation

We show that if a reasonable approximation can be obtained for each subproblem, then

one of them also yield a reasonable global approximation.

Theorem 3. Let M1,M2 and M3 be defined as in Algorithm 1. Assume that M′
1 and M′

2

are an α-approximation to instances M1 and M2, respectively. Also assume that M′
3 is a

β-approximation to instance M′
3. Then Algorithm 1 is a 2α+β

2
-approximation.

We will show that ratios α = 2 and β = 2 can be achieved, implying a 3-approximation.

It should be noted that improving either of these ratios might be possible, and would imme-

diately improve the approximability of our problem.

The quadratic time will follow from the fact that each of M1,M2 and M3 can be

computed in time |M|2.
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4.3 Restricted prefix, suffix and full matches

In this section, we allow only the subset of matches M1, which we will treat as an input

for the restricted problem. To simplify notation, we will call this restricted input M in this

section. We are thus given a set M of matches, and assume that it contains only prefix

matches of S strings, suffix matches of Sr strings, and full matches. We will also assume that

a match M = ([s, i, i+ k], [t, j, j+ k]) is inM if and only if the corresponding reverse match

is also present, i.e. M ′ = ([sr, |s| − i − k + 1, |s| − i + 1], [tr, |t| − j − k + 1, |t| − j + 1]) is

also inM. The score of M and M ′ is also the same. Observe that ifM is generated from all

possible matches as in the previous section, then this assumption holds, even after restricting

our instance.

We are looking for a maximum score subsetM′ ⊆M such that D(M′) is acyclic and no

two matches ofM′ are in conflict. In fact, we may already observe that under our restrictions,

for any solution M′, D(M′) must be acyclic.

Lemma 2. For any M′ ⊆M, D(M′) is acyclic.

Proof. Let s ∈ S and recall that s cannot be in a prefix match because of our restrictions.

Thus s has no in-neighbor in D(M′) and thus cannot be part of a cycle. Similarly, any

sr ∈ Sr cannot be in a suffix match, has no out-neighbor in D(M′) and cannot be in a cycle.

It follows that D(M′) has no cycle.

It therefore suffices to look for a conflict-free set of matches. By modeling matches as a

graph, with matches as vertices and conflicts as edges, this reduces to finding a maximum-

weight independent set. In order to get our desired approximation though, we need to simplify

this graph and get rid of reverse strings. We describe how to achieve this by projecting each

reversed substring into its forward counterpart.

For a string-interval [w, i, j] with w ∈ S ∪ Sr ∪ T ∪ T r, the projection of w is the interval
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P ([w, i, j]) =


[w, i, j] if w ∈ S ∪ T

[wr, |w| − j + 1, |w| − i+ 1] if w ∈ Sr ∪ T r

Roughly speaking, P [w, i, j] occupies the same characters as [w, i, j], but relative to the

forward string only.

s t s tr sr t sr tr

s t s t s t s t

Fig. 5. An illustration of matches after projecting. The first two cases show a suffix match of a s ∈ S string, and the
last two a prefix match of some sr ∈ Sr. Not shown : full matches.

Let P (M) = {(P (I), P (J)) : (I, J) ∈ M} be the set of projected matches. For each

(P (I), P (J)) ∈ P (M), assign the score σ(P (I), P (I)) = σ(I, J). An illustration of projec-

tions is shown in Figure 5. Note that projected matches may not satisfy the restrictions of

prefix and suffix matches. This is not a problem, as projected matches are only conceptual.

As we show, if M is restricted, we may safely project every match.

Lemma 3. Assume that M is a set of matches under our restrictions. Then there is a

conflict-free subset M′ ⊆ M of score k if and only if there exists a conflict-free subset

P ⊆ P (M) of score k.

4.4 Projected matches and bisimplicial elimination orderings

For the remainder, we assume that we have converted our set of matches M into their

projections P . Recall that in P , all matches involve only forward strings. Thus, the only

possible conflicts are intersections of string-intervals. Consider the graph G(P) = (V,E)

in which V = P , and M1,M2 ∈ P share an edge if they intersect. We need to find an

independent set of maximum weight in G(P).
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s1 s2t1

{I, J}

Fig. 6. An illustration of matches between strings s1, t1 and s2. Two lines aligned horizontally represent the two
substrings of a match. The match {I, J} pointed by the dashed line has a late finisher in s1 and an early ender in t1.
One can see that all matches that intersect with I must intersect with its last position, and all matches that intersect
with J must intersect with its first position. Therefore, {I, J} is bisimplicial.

It turns out that G(P) admits a so-called bisimplicial elimination ordering, and that a

2-approximation for independent set exists in graphs that have this property. In a graph G,

a vertex v is called bisimplicial if the neighbors of v can be partitioned into two cliques (with

possible edges between the cliques). An ordering (v1, . . . , vn) of V (G) is called a bisimplifical

elimination ordering (BEO) if, for each i ∈ [n], vi is bisimplicial in G[{vi, . . . , vn}], the sub-

graph induced by {vi, . . . , vn}. Finding a bisimplicial vertex can be done in time O(|V (G)|3)

by checking the neighbors of each vertex, and thus finding a BEO, if any, can be done in

time O(|V (G)|4). To our knowledge, no better algorithm is known, but in the particular case

of G(P) graphs, it can be done faster.

Before proceeding, we need some additional notions. To simplify the presentation, assume

that the matches in P are unordered pairs of string-intervals (membership in S or T will not

matter at this point). Therefore, {I, J} ∈ P and {J, I} ∈ P refer to the same match.

Let I = {H : {I, J} ∈ P and H ∈ {I, J}} be the set of all string-intervals involved in

P . We say that [w, i, j] ∈ I is a w-interval. A w-interval I = [w, i, j] is prefix if i = 1, suffix

if j = |w| and full if it is both prefix and suffix. Moreover, a string-interval I = [w, i, j] ∈ I

is called an early-ender if, for any other w-interval [w, i′, j′], we have j′ ≥ j. Similarly, I is
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called a late-starter if, for any other w-interval [w, i′, j′], we have i′ ≤ i. Figure 6 provides

an illustration.

We can now describe a procedure that constructs a BEO.

1 function beo(P)
2 B = () // B is the BEO we are constructing.

3 while P is not empty do
4 if all string-intervals I ∈ I are full then
5 Append all elements of P to B in any order
6 Return B

7 Let I be any early-ender or late-starter that is not full
8 F = null // F is the next bisimplicial vertex

9 while F = null do
10 Let {I, J} ∈ P be any match containing I
11 Let w ∈ S ∪ T such that J is a w-interval
12 if J is an early-ender or a late-starter then
13 F = {I, J}
14 else if J is suffix or full then
15 I = any late-starter w-interval
16 else
17 I = any early-ender w-interval

18 end
19 Append F = {I, J} to B
20 Remove F from P
21 end
22 return B

Algorithm 2: BEO construction

Lemma 4. Algorithm 2 constructs a bisimplicial elimination ordering of G(P) in time

O(|P|2).

In [27], the authors provide a 2-approximation for finding a maximum weight independent

set in a graph, given a BEO. The exact complexity was not analyzed, and since running

times are relevant to our motivations, we provide Algorithm 3 our version of the algorithm.

This can be seen as the local ratio version of the problem (the local ratio is a well-known

approximation technique, see [28]).

Algorithm 3 can easily be implemented in time O(|P|2), since each recursion takes time

O(|P|) to update the weights, and there are O(|P|) recursive calls made. This can also be

shown to be a 2-approximation.
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1 function maxMatches(P , σ, B)
2 //σ is the scoring function, B is a BEO of G(P)
3 if B is empty then
4 Return ∅
5 Let F be the first element of B
6 Remove F from B
7 Let σ1 be the weight function defined as

8 σ1(F
′) =

{
σ(F ′) if F ′ = F or F ′ intersects with F

0 otherwise

9 Let σ2 = σ − σ1
10 M′ = maxMatches(P , σ2, B)
11 if no element of M′ intersects with F then
12 Add F to M′

13 return M′

Algorithm 3: Algorithm to compute a maximum weight subset of conflict-free
matches.

Theorem 4. Algorithm 3 is a 2-approximation to the problem of computing a maximum

weight subset of conflict-free matches and runs in time O(|P|2) = O(|M|2).

4.5 Other restricted sets of matches

Recall that our high-level algorithm needs an approximation for M2, the subset of matches

that contain only prefix matches of Sr strings, suffix matches of S strings, and full matches.

There is no fundamental difference with the previous case: by swapping the roles of S and

Sr, we can use the same algorithm as before (that is, we treat Sr as the forward strings, and

S as the reverse strings). There is therefore a factor 2-approximation for this case.

If only prefix and suffix matches are allowed, it is straightforward to obtain a 2-approximation.

For each s ∈ S and t ∈ T , let Ms,t ∈M be the prefix or suffix match of one of s, sr into one

of t, tt that has maximum score. Create a bipartite graph H = (S ∪ T,E) in which, between

each s ∈ S, t ∈ T , there is an edge between s and t of weight σ(Ms,t).

We claim that a maximum weight matching in H yields a 2-approximation. To see this,

let OPT be a maximum subset of matches, restricted to only prefix and suffix matches. Let

OPT1 be the set of prefix matches, and OPT2 the set of suffix matches. One of OPT1 or
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OPT2 has score at least σ(OPT )/2. Observe that each string is part of at most one match in

OPT1, and the same holds for OPT2. Therefore, a maximum matching in H corresponds to

a score at least as high as that of either OPT1 or OPT2. The 2-approximation follows. As we

show, the complexity is quadratic in |S|+ |T |, times a logarithmic factor. IfM is assumed to

contain every possible match as we proposed earlier, the running time is quadratic in |M|.

Theorem 5. Denote n = |S|+ |T |. IfM contains only prefix or suffix matches, then Maxi-

mum String Matching admits a 2-approximation that runs in time O(n2 log n+ n · |M|).

Moreover, assuming that M contains a match between each pair of strings in S and T , the

running time is O(|M|2).

5 Conclusion

This paper is devoted to a new problem whose objective is to reach a consensus between

several sets of assembly data. We prove the NP-hardness of Maximum String Matching,

even in a restricted case. Finally, we also propose a quadratic 3-approximation algorithm

to solve this problem. A natural perspective of our work would be to explore the practical

aspects of this algorithm. Following the same idea, a longer term perspective would be to

enhance the exploitation of the results, by pipelining them into a visualization tool, and

propose a way to merge datasets using consensus clusters and alignments. As a second per-

spective, further studies could be led towards algorithmic improvements. Notably, improving

the approximation factor of the suffix/prefix only case would immediately improve our global

approximation. A third perspective is to consider the possibility to extend our problem and

analysis to other purposes, for instance help the binning step in metagenomics, discover re-

peated regions, and help comparing taxonomic assignation tools’ robustness with respect to

the meta-assembly tool.
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Appendix

A Proof for Section 4

Theorem 2. Let S, T and σ be an instance of Maximum String Matching, and let M

be the set of all possible prefix, suffix and full matches between S and T . Then there exists

an S- and T -assignment of score ` if and only if there exists M′ ⊆ M of score ` such that

no two matches of M′ are in conflict, and such that D(M′) is acyclic.

Proof. Assume that there exists an S-assignment (φ, ρ) and a T -assignment (φ′, ρ′) of score

`. We can easily convert the assignments into their set of matching substrings as follows. Let

s ∈ S and t ∈ T . Furthermore, let s′ = s if ρ(s) = f , and s′ = sr if ρ(s) = r. Similarly, let

t′ = t if ρ(t) = f , and t′ = tr if ρ(t) = r. We say that s′[i..i + k] is matched with t′[j..j + k]

if the following holds:

– i, j ≥ 1, i+ k ≤ |s|, j + k ≤ |t|; and

– φ(s) + i = φ′(t) + j.

Furthermore, s′[i..i + k], t′[j..j + k] are maximally matched if s′[i − 1..i + k], t′[j − 1..j + k]

are not matched, and s′[i, i+ k + 1], t′[j..j + k + 1] are not matched.

Construct a set of matchesM′ by adding, for each maximally matched substrings s′[i..i+

k], t′[j..j + k], a match ([s′, i, i+ k], [t′, j, j + k]). We must prove the following facts on M′:

1. M′ only contains prefix, suffix and full matches;

2. M′ has total score `;

3. M′ has no conflict;

4. D(M′) has no cycle.

We prove each fact separately.

(1) Let (I, J) = ([s′, i, i+ k], [t′, j, j + k]) ∈ M′. If i+ k = |s′|, then (I, J) is a suffix match.

If i = 1, then (I, J) is a prefix match. So assume that i > 1 and i + k < |s′|. If j > 1, then
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we could extend (I, J) by one character to the left, contradicting the maximality of I and

J . If j+ k < |t′|, we could extend (I, J) by one character to the right, again a contradiction.

Thus j = 1 and j + k = |t′|, implying that (I, J) is a full match.

(2) Let P be the set of maximally matched pairs of subtrings. It is not hard to see that∑∞
k=1 σ(Cφ,ρ(k), Cφ′,ρ′(k)) = ` is equal to

∑
(s′[i..i+k],t′[j..j+k])∈P

σ(s′[i..i+ k], t′[j..j + k])

since summing the scores of aligned positions is equivalent to summing the scores of max-

imally matched substrings. Since M′ contains one match for each element of P , it follows

that
∑

(I,J)∈M′ σ(I, j) = ` as well.

(3) A character of a string of S ∪ Sr can only be part of one maximally matched pair, so no

two matches (I, J), (I ′, J ′) can intersect at I. The same holds for J and J ′. Moreover, since

we only match s ∈ S if ρ(s) = f and only match sr ∈ Sr if ρ(s) = r, we cannot match both

a string s and its reverse.

(4) Observe that in D(M′), any vertex s ∈ S has at most one incoming neighbor (for a

prefix match into some t) and at most one outgoing neighbor (for a suffix match into some

t′). Similarly, any vertex t ∈ T ∩ V (D(M′)) has at most one incoming neighbor (for a suffix

match from some s) and at most one outgoing neighbor (for a prefix match from some

s′). Therefore, if there is a cycle in D(M), it has the form (s1, t1, s2, t2, . . . , sk, tk, s1). In

particular, φ(t1) + |t1| < φ(tk). Moreover, s1 or its reverse forms a suffix match with t1 and

a prefix match with tk, which is not possible. We deduce that D(M′) has no cycle.

This proves the first direction of the lemma.

Conversely, assume that there is M′ ⊆ M of score ` such that M′ has no conflict and

D(M′) is acyclic. As argued before, vertices of D(M′) can have at most one in-neighbor and

one out-neighbor. Since it has no cycles, D(M′) is therefore a collection of paths P1, . . . , Ph.

For each i ∈ [h], we can obtain an assignment of score
∑

M∈Pi
σ(M) so that the matched
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substrings in the matches of Pi also match in this assignment (see Figure 7). The full matches

into strings that are in Pi can also be incorporated, and this will always be possible since

M′ contains no conflict. That is, matched substrings do not intersect at any position, and

we do not match both a string and its reverse since M′ has no conflict.

M1

s1

t1

s2

t2

M2 M3

s′1

t′1

s′2

t′2

M2 M3M1

Fig. 7. Transforming a path of D(M′) into an assignment. Each directed edge corresponds to a prefix (M2) or suffix
match (M1,M3). Here, the s′i and the t′i are the ordered strings that are matched in M′. The pink boxes represent
full matches that can be added after the prefix/suffix matches have been taken care of.

Since the Pi paths do not contain a vertex in common, the corresponding assignments

can be merged into a global solution simply by concatenation. Since all prefix, suffix and full

match present in M′ is in the assignment, its score is the same as M′.

Lemma 1. Let S, T and σ be an instance of Maximum String Matching. Then the

number of possible prefix, suffix and full matches is O(|S| · `(T ) + |T | · `(S)), where `(S)

(resp. `(T )) is the sum of lengths of the strings in S (resp. T ).

Proof. Consider the number of prefix matches. There are 2`(S) prefixes of strings in S ∪Sr,

since for each s ∈ S, we may choose to match one of its |s| prefixes, or one of the |s| prefixes

of sr. For a fixed prefix s′ and t ∈ T ∪ T r, there are two possible matches: either with the

suffix of t of length |s′|, of the suffix of tr of length |s′|. Thus, there are 2|T | prefix matches

that involve s′, and thus a total of 2`(S) · 2|T | = 4`(S)|T | prefix matches. By the same

reasoning, we can deduce that there is a total of 4`(S)|T | possible suffix matches.

Now consider a full match of a string s of S∪Sr into a string t of T ∪T r. There are O(|t|)

positions on which we can match s. It follows that the number of full matches involving s

is O(`(T )). Therefore, there are O(|S|`(T )) possible matches of an S-string into a T -string.
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Similarly, there are O(|T |`(S)) matches of a T -string into an S-string. Summing up all types

of matches gives O(`(S)|T |+ |S|`(T )) possible matches.

Theorem 3. Let M1,M2 and M3 be defined as in Algorithm 1. Assume that M′
1 and M′

2

are an α-approximation to instances M1 and M2, respectively. Also assume that M′
3 is a

β-approximation to instance M′
3. Then Algorithm 1 is a 2α+β

2
-approximation.

Proof. Let OPT be an optimal solution to instanceM. Let f be the score of the full matches

in OPT , and let b be the score of prefix and suffix matches in OPT . Let OPT1 (resp. OPT2)

be the solution obtained by removing from OPT all suffix matches involving some s ∈ S

(resp. some sr ∈ Sr) and all prefix matches involving some sr ∈ Sr (resp. some s ∈ S).

Note that OPT1 and OPT2 both contain all full matches of OPT , but that they partition

the prefix and suffix matches. It follows that one of OPT1 or OPT2 has a score of f + b
2
,

say OPT1 without loss of generality. Since OPT1 is a possible solution to instance M1, the

optimal score for M1 is at least f + b
2
. Therefore, an α-approximation to M1 returns a

solution of score at least 1
α

(f + b
2
).

Similarly, sinceM3 contains all prefix and suffix matches, a β-approximation to instance

M3 returns a solution of score at least b
β
.

It follows that the algorithm returns a solution of score max( 1
α

(f + b/2), b
β
). Let x be

such that f = xb. Then the score of OPT is f + b = f(1 + 1/x) = b(1 + x). The best ofM′
1

and M′
2 yields an approximation ratio of

f + b
1
α

(f + b/2)
=

f(1 + 1/x)

f( 1
α

(1 + 1
2x

))
= 2α

x+ 1

2x+ 1

whereas M′
3 yields a ratio of

f + b

b/β
=
b(1 + x)

b/β
= β(1 + x)
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Observe that the first ratio is decreasing with x, while the second increases with x. The

worst ratio therefore occurs when both ratios are equal. Given that 2α x+1
2x+1

= β(1 + x)

and solving for x, we get x = α
β
− 1

2
. In that case, the approximation ratio is β(1 + x) =

1
2
(2α + β).

Lemma 3. Assume that M is a set of matches under our restrictions. Then there is a

conflict-free subset M′ ⊆ M of score k if and only if there exists a conflict-free subset

P ⊆ P (M) of score k.

Proof. Let M′ be a conflict-free subset of M. We claim that P = {(P (I), P (J)) : (I, J) ∈

M′} is also conflict-free. Let (I, J), (I ′, J ′) ∈ M′ be two distinct matches. note that P (I)

and P (I ′) cannot be intervals from s ∈ S and the other from sr ∈ Sr, since all projections

involve forward strings only. The same holds for P (J) and P (J ′). Since M′ has no conflict,

I and I ′ cannot intersect and cannot be from string-intervals of both some s ∈ S and of

sr ∈ Sr. Thus, P (I) and P (I ′) cannot intersect either : if I and I ′ are intervals of the same

string, then the corresponding intervals after projection still do not intersect, and if I and I ′

are from different strings, they cannot intersect at all. Similarly, P (J) and P (J ′) are not in

conflict. It follows that (P (I), P (J)) and (P (I ′), P (J ′)) are not in conflict. Since this is true

for any pair of matches in M′, this proves our claim. Moreover, the score of P is the same

as the score of M, proving the first direction of the lemma.

For the more difficult direction of the proof, let P ⊆ P(M) be a conflict-free subset of

P(M). We construct a solution M′ ⊆ M with the same score. Intuitively, the idea is to

“unproject” each element of P so that all prefix and suffix matches are into forward T strings.

This forces us to orient matches S ∪ Sr substrings accordingly, so during the construction,

we will mark either s ∈ S or its reverse sr as “chosen”, depending on the matches of P . Once

either s or sr is marked as chosen, we adapt all subsequent matches to make sure we don’t

match both s and sr.

Now to make this precise, let (P (I), P (J)) ∈ P , where (I, J) is the corresponding match.

Here, I is a string-interval from some s ∈ S or its reverse sr, and J from some t ∈ T or its
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reverse tr. Assume that (I, J) is a prefix match from s ∈ S, or a suffix match from sr ∈ Sr.

In either case, P (I) = [s, 1, k] for some s ∈ S and k ≤ |s|. There are four possibilities, which

we handle separately.

1. if I is on string s ∈ S and J is on string t ∈ T , then mark s as chosen and add (I, J) to

M′;

2. if I is on string sr ∈ Sr and J is on string t ∈ T , then mark sr as chosen and add (I, J)

to M′;

3. if I is on string s ∈ S and J is on string tr ∈ T r, then mark sr as chosen (even though I

is on s). In this case, (I, J) = ([s, 1, k], [tr, |tr| − k + 1, |tr|]) must be a prefix match, but

instead we add the suffix match

(I ′, J ′) = ([sr, |sr| − k + 1, |sr|], [t, 1, k])

to M′, which we assume is present.

Observe that P (I) = P (I ′) and P (J) = P (J ′). Also note that σ(I ′, J ′) = σ(I, J) =

σ(P (I), P (J)), since it only reverses the order of the matched characters;

4. if I is on string sr ∈ Sr and J is on string tr ∈ T r, then mark s as chosen. In this case,

(I, J) = ([sr, |sr| − k + 1, |sr|], [tr, 1, k]) must be a suffix match, but instead we add the

prefix match

(I ′, J ′) = ([s, 1, k], [t, |t| − k + 1, |t|])

to M′, which we assume is present.

Observe that P (I) = P (I ′) and P (J) = P (J ′). Also note that σ(I ′, J ′) = σ(I, J) =

σ(P (I), P (J)), since it only reverses the order of the matched characters.

Suppose that we have handled every (P (I), P (J)) ∈ P corresponding to prefix or suffix

matches. Note that for s ∈ S, it is possible that neither s nor sr is chosen yet. We argue that

the matches added so far to M′ are not conflicting (and we handle full matches later).
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To prove this, we first claim that for each s ∈ S, we mark at most one of s or sr as chosen.

This is because every prefix match of s or suffix match of sr contains the character s[1] in

their projection. Since P is conflict-free, we know P cannot contain a projection of both a

prefix and suffix match of s and sr, respectively, and thus the above cases only adds up to one

match toM′ that contains s or sr. Second, note that we never include a match containing a

reversed string tr ∈ T r, since each case involving a tr ∈ T r reverses it after unprojecting. It

trivially follows that we have not included a match involving both t ∈ T and its reverse tr.

To argue that no two matches intersect, for each (P (I), P (J)) considered, we add a match

(Ĩ , J̃) with (P (Ĩ), P (J̃)) = (P (I), P (J)). If two matches ofM′ added so far would intersect,

their projection would also intersect, but this is impossible since all projections are the same

as in P , and P is conflict-free. Therefore, no conflict was created so far.

It remains to include full matches. Let (P (I), P (J)) ∈ P be a projected match corre-

sponding to a full match (I, J) ∈M. The orientation of I and J could be forward or reversed,

so we shall use s0 and t0 for the strings of (I, J) with the understanding that the orientations

could be anything. We again separate into cases:

1. Assume that (I, J) = ([s0, 1, |s0|], [t0, k, k+ |s0| − 1]) fully matches some s0 ∈ S ∪ Sr into

some t0 ∈ T ∪ T r. Note that neither s0 nor sr0 is marked as chosen at this point, since P

cannot contain another match involving s0 or sr0.

(a) If t0 ∈ T , then add (I, J) to M′.

(b) If t0 ∈ T r, then add (I ′, J ′) = ([sr0, 1, |s0|], [tr0, |t0| − k− |s0|+ 1, |t0| − |s0|+ 1]) toM′.

Observe that P (I) = P (I ′) and P (J) = P (J ′) and that the score of (I ′, J ′) is the

same as (I, J).

2. Assume that (I, J) = ([s0, k, k + |t0| − 1], [t0, 1, |t0|]) fully matches some t0 ∈ T ∪ T r into

some s0 ∈ S ∪ Sr.

(a) If s0 is chosen, then add (I, J) to M;

(b) If sr0 is chosen, then add (I ′, J ′) = ([sr0, |s0| − k − |t0|+ 1, |s0| − |t0|+ 1], [tr0, 1, |t0|]) to

M′.
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Observe that P (I) = P (I ′) and P (J) = P (J ′) and that the score of (I ′, J ′) is the

same as (I, J).

For each (P (I), P (J)) ∈ P , we have added a match (I ′, J ′) to M′ such that σ(I ′, J ′) =

σ(P (I), P (J)). Thus M′ has the same score as P , as desired.

It remains to argue that the matches added toM′ in this second phase cause no conflict.

As before, for each (P (I), P (J)) considered, we add a match (I ′, J ′) with (P (I ′), P (J ′)) =

(P (I), P (J)). Therefore, if M′ contains two matches that intersect, their projections also

intersect, contradicting that P is conflict-free. It follows no two matches of M′ intersect.

As for the other type of conflict, when adding full matches of s0 ∈ S ∪ Sr into some t0,

we know P has only this match involving s0 or sr0. Thus, these cannot cause a conflict by

matching both some s and sr. Moreover, we ensure that we add a corresponding match into

some t ∈ T , so these cannot match both some t and some tr. Similarly, when adding a full

match of some t0 into some s0, we ensure that we match into the chosen element of S ∪ Sr,

preventing conflicts that match s and sr. Moreover, one such full match involving t0 can be

added since P is conflict-free, so we never match both t0 and tr0. Hence M′ is conflict-free

and has the same score as P , which concludes the proof.

Lemma 4. Algorithm 2 constructs a bisimplicial elimination ordering of G(P) in time

O(|P|2).

Proof. We first show the correctness of the algorithm, i.e. that the returned sequence B is

indeed a bisimplicial elimination ordering, and then we cover the complexity.

Correctness. Let P be any set of projected matches. First assume that all string intervals

of I are full. Then for any {I, J} ∈ P , its neighbors in G(P) can be partitioned into two

cliques: those that intersect with I, and those that intersect with J (this works because since

every interval is full, there is no partial intersection). Thus the algorithm is correct in this

case.
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So assume that I has non-full string-intervals. Then some early-ender or late-starter must

be non-full. It suffices to show that the algorithm always finds an F = {I, J} to append to

B, and that such an {I, J} is bisimplicial in the current G(P).

During one execution of the outer while loop, the algorithm assigns a sequence of values

I1, . . . , Ih to I until it finds some F to add (note that we have not shown that this sequence

is finite yet). We argue inductively that for any k ≥ 1, if F is not found when I = Ik, then

(1) Ik+1 is not full; and (2) |Ik| > |Ik+1|.

We know that I1 is not full, by the choice of the initial I. We therefore assume inductively

that Ik is not full, and show that (1) and (2) hold. Let Jk be the string-interval considered

on line 10 (i.e. {Ik, Jk} is the match chosen by the algorithm at this point). If Jk is an

early-ender or late-starter, the loop will terminate and F will be set. Otherwise, because Ik

is not full, Jk is either prefix, suffix or full. This is because if Ik belongs to a prefix or suffix

match, then Jk must be prefix or suffix. If Ik is neither prefix or suffix, but not full, then it

must be because {Ik, Jk} corresponds to a full match, in which case Jk is full.

If Jk is suffix or full, then since Jk is not a late-starter, Ik+1 is set to a late starter of

w, where w is the string involved in Jk. Then, |Ik+1| < |Jk| since Ik+1 starts at a position

strictly greater than Jk and ends at a position smaller or equal than Jk (since Jk contains

the last character of w). Since |Ik+1| < |Jk| = |Ik|, we have |Ik| > |Ik+1| as desired. Also

note that Ik+1 is not full in this case, since it is strictly smaller than |w|. If instead Jk is not

suffix or full, then Jk is prefix and Ik+1 is set to an early-ender of w. Again, Ik+1 ends earlier

than Jk and begins at an equal or greater position, since Jk is prefix. Therefore, in this case

it also holds that Ik+1 is not full and |Ik+1| < |Jk| = |Ik|.

We have argued that |I1| > . . . > |Ih|. Thus, the sequence of I intervals considered gets

monotonically smaller in size. This implies that the second while loop stops after at most

|P| iterations, and that a sequence B is indeed constructed.

It remains to argue that when some F = {I, J} is added to B, it is bisimplicial in the

current G(P). That is, notice that the algorithm removes F from P after adding it to the
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output. In the remainder, we refer to P as the set of matches at the moment that F is

added to B. Notice that at any point of the algorithm, I is an early-ender or late-starter.

Moreover, when F = {I, J} is added to B, J is also an early-ender or late-starter. Let I ′ ∈ I

be any string-interval that intersects with I. If I is an early-ender, then I ′ must contain

the last position of I (otherwise, I ′ would end earlier than I). If I is a late-starter, then

I ′ must contain the first position of I (otherwise, they would start later than I). In either

case, this means that all string-intervals that intersect with I are pairwise intersecting since

they contain a common position. The same can be said about J . Therefore, the neighbors

of {I, J} in G(P) can be split into two cliques: the matches that intersect with I, and those

that intersect with J . Therefore, {I, J} is bisimplicial when added to B.

Complexity. An O(|P|2) time can be achieved as follows. Before the start of the algorithm,

for each w ∈ S∪T , we sort all the w-intervals in order of non-decreasing ending position. We

also store a copy of the w-intervals in order of non-increasing starting position. This takes

O(|P| log |P|) time. We assume that for I ∈ I, P provides a pointer to the set of matches

that I is part of in O(1) time, and that we can delete a match in O(1) time (e.g. if P is a

hash table of hast tables).

We then argue that each iteration of the main outer loop takes O(|P|) time. Checking

whether every I ∈ I if full takes O(|P|) time. Finding a non-full early-ender/late-starter also

takes time O(|P|). Finding {I, J} containing I is O(1), and finding the next I, early-ender

or late-starter, takes O(1) time using the sorted lists. As mentioned before, the inner loop

runs for at most |P| iterations, and each takes constant time. Since appending to B and

removing from P take constant time, the running time is bounded by O(|P|2).

Theorem 4. Algorithm 3 is a 2-approximation to the problem of computing a maximum

weight subset of conflict-free matches and runs in time O(|P|2) = O(|M|2).

Proof. This can be shown to be a 2-approximation by induction on the recursion depth using

standard local ratio arguments. The base case with B empty is trivial. At a higher recursion,
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we may assume that the solution M′ returned by the recursion is a 2-approximation with

respect to the scores σ2.

Now let M′ be the set of matches returned by the algorithm. Whether F ∈ M′ or not,

M′ is 2-approximate with respect to σ2, since adding F does not change its weight (because

σ2(F ) = 0). Consider the weights σ1. Then, any optimal solution w.r.t. σ1 includes at most

two matches, each of score σ(F ), since the matches that F intersects with can be partitioned

into two cliques. If F ∈ M′, then M′ has total score σ(F ) and is a 2-approximation w.r.t.

σ1. If F /∈M′, thenM′ contains some F ′ intersecting with F of score σ(F ), and it is also a

2-approximation w.r.t. σ1. To finish the argument, let OPT ⊆ P (resp. OPT1, OPT2) be an

optimal solution with respect to σ (resp. σ1, σ2). The value of OPT is

∑
F ′∈OPT

σ(F ′) =
∑

F ′∈OPT

σ1(F
′) +

∑
F ′∈OPT

σ2(F
′)

≤
∑

F ′∈OPT1

σ1(F
′) +

∑
F ′∈OPT2

σ2(F
′)

≤ 2
∑
F ′∈M′

σ1(F
′) + 2

∑
F ′∈M′

σ2(F
′)

= 2
∑
F ′∈M′

σ(F ′)

Thus M′ is a 2-approximation with respect to σ.

As for the complexity, notice that each call reduces the number of elements of B by 1, and

thus the number of calls to maxMatches made is at most the size of B, which is |P| = |M|.

Moreover, each call to maxMatches updates the score of O(|P|) = O(|M|) matches, and

all other operations can be performed in constant time. If follows that the complexity is

O(|P|2) = O(|M|2).

Theorem 5. Denote n = |S|+ |T |. IfM contains only prefix or suffix matches, then Maxi-

mum String Matching admits a 2-approximation that runs in time O(n2 log n+ n · |M|).
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Moreover, assuming that M contains a match between each pair of strings in S and T , the

running time is O(|M|2).

Proof. We have argued that to obtain a 2-approximation, it is sufficient to compute the H

graph and compute a maximum weight matching. For the complexity aspect, note that H

has |S| + |T | = n vertices and at most |M| edges. The graph can be constructed in time

O(n + |M|) (note that this includes the O(|M|) time needed to find the maximum score

match between each S-T pair, which can be done in a single traversal of M). A maximum

weight matching can then be found in time O(n2 log n+n|M|) using e.g. Fredman & Tarjan’s

algorithm [FT87].

We can show that this is O(|M|2) with a bit more refined analysis. Suppose without

loss of generality that |S| ≥ |T |. In this case, a maximum weight matching can be found

in time O(|T |2 log |T | + |T ||M|) using modifications presented in [RT12] on the classical

matching algorithms. We may further assume that |M| ≥ |S| (and thus |M| ≥ |T |), as

otherwise we may discard the sequences of S that have no match. Assuming that each pair

of strings in S and T have a match, we have |M| ≥ |S||T | ≥ |T |2. It is then clear that

|T |2 log |T |+ |T ||M| ∈ O(|M|2).
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